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1 Introduction
1.1 Relational constraints and the Syllable Contact L aw

The Syllable Contact Law (SClbelongs to a class of constraints that require adjacent
elements to differ by a certain number of steps of a hierarchy. For examigkzakh, SCL
requires that a coda always exceed the following onset in sonority (se®diigrant consonants
must desonorize when they follow a consonant that has the same or lower sonority buhnot whe
they follow a vowel or a consonant of higher sonority. The requirement in Kazedthtisnal:
the relativesonority distancdetween the coda and the onset matters but the exact natures of the
coda and the onset do not.

(2) Kazakh onset desonorization in contact (Davis 1998)

a. /kol-lar/ kol.cr ‘hands’ cf. al.ma.lar ‘apples’
b. /murin-ma/ mu.rin.@ ‘nose-int.’ cf. kol.m ‘hand+int.’
c. /kaywz-ma/ kogwz.ba  ‘bug-int. cf. ki.jar.na ‘cucumber-int’

Exactly how much sonority must fall varies from language to languagaekKamly requires
that sonority fall, whereas in Sidamo sonority must fall by a certain degrden Kirgiz the
sonority drop must be steeper still. In Icelandic and Faroese, sonority neekdi bat facannot
rise more than a certain amount. Crucially, the more sonority falls, the thetsgquence, and
the more it rises, the worse the sequence: no language requires that soedrgyween an
onset and the following coda (favoring [ap.la] over [ap.ta], say) or bans sonorityafiom
(favoring [ap.ta] over [an.ta]).

SCL is not alone in imposing relational requireme&afghis sort. The Sonority
Sequencing Principle (Steriade 1982, Selkirk 1984b, Clements 1990, Blevins 1995, Baertsch
1998) dictates that sonority rise maximally in an onset cluster, and langutigemdhe degree
of sonority rise they require or the degree of sonority drop they permit. Simileliambic half
of the lambic-Trochaic Law (Hayes 1995) requires that the second syllalieamia exceed the
first syllable in weight, favoring (LH) feet over (H) and (LL) feet, whare in turn better than
(HL) feet. The prohibition against rising diphthongs (Rosenthall 1994) can be understood in
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% Here, | use the pre-theoretical term “requiremémttead of “constraint”—as | will argue, SCL is rovte
constraint but a whole hierarchy of them.



similar terms: the second half of a diphthong must exceed the first in height, ayndates the
difference, the better.

1.2 Reéational constraints and thetheory of CON

The central question addressed in this article is how relational requirementstsioul
expressed in Optimality Theory (OT; Prince and Smolensky 1993). Relatignakraents raise
two issues of theoretical interest. The first issue concerns the retgpidoetween constraints
and scales such as sonority or weight. | argue that constraints do not haveedessta scales
in the process of evaluation; rather, they are built up from scales and timgmoin their
ranking. The second issue concerns the relationship between constraints anchtorisirgue
that certain constraints are related to each other because they aagebjtoerived from the
same scales using similar mechanisms.

| propose that relational requirements such as SCL are expressed in the ggamma
multi-valued constraint hierarchies derived from scales (e.g., sonorityy&yesal schema in
the constraint moduled of OT, building on Harmonic alignment of Prince and Smolensky
(1993). The basic idea behind the proposal is as follows. The sequences evaluatdtbbglrel
constraints consist of elements that belong to harmonic scales on prominence/p@sdiorFor
example, there is a universal tendency to favor sonorant codas. Likewise, thene/exsal
tendency to favor obstruent onsets. The best coda-onset sequence would therefore be the
sequence of the best coda followed by the best onset; mediocre codas and onsetxdinake m
sequences, and so on. The harmony of a sequence is proportional to the cumulative Harmony o
its members. This harmony is then encoded in a universally fixed hieraromriédness
constraints, which militate against different kinds of sequences.

The present proposal can be compared to two others, called here the Complex Constraint
Theory and the Local Conjunction Theory. The Complex Constraint Theory repreSérdas &
complex constraint that takes the coda-onset sequence, subtracts the son@ionséttirom
the sonority of the coda, and assigns a harmony value to the result (Bat-El 199&rfatiee
to the lambic-Trochaic Law, Grouping Harmony, works similarly, exdegitit evaluates the
weight ratio instead of sonority distance (Prince 1990, Prince and Smolensky 1993, Cohn and
McCarthy 1994/1998, Bakovic 1996, Kager 1997, McCarthy 2003a). Both this version of SCL
and Grouping Harmony require access to an external prominence scale Ysamigitt) for
evaluation. As | will show specifically for SCL, a single complex corstiafi this sort fails to
capture the fine-grained distinctions made by languages in the thresholds falyssiope (for
example, the difference between Kazakh and Kirgiz).

The Local Conjunction approach (Baertsch 1998, 2002) decomposes the relational
requirement into a semi-fixed hierarchy of smaller, simple constrairttargnauilt by Local
Conjunction and that militate against various sequences of adjacent elemme®€SLEthe
hierarchy would contain a constraint against an obstruent coda followed by a glijeonse
constraint against an obstruent coda followed by a nasal onset, a nasal codal fojl@aeuid
onset, and so on. Some of these constraints are in fixed rankings as a resultiofiarrestr
Local Conjunction, but others are not in fixed rankings and therefore are free to lokiplace
specific rankings in particular languages. This approach is similar to tbenppgoposal



because both can easily capture fine-grained distinctions between lesgoaigl will argue that
the Local Conjunction theory is overly powerful: it predicts that sequencesheidame
distance may pattern in arbitrarily different ways in different langsag

The paper is organized as follows. In 82, | discuss some key observations abioungielat
requirements that must be explained by any adequate theory. In § 3, the smheagidnal
constraints in ON is developed, with particular reference to SCL. 84 applies the theory of
relational constraint hierarchies in a series of case studies, wherdf8@s m Icelandic,
Faroese, Kazakh, Kirgiz, and Sidamo are analyzed. 85 addresses an\atévrRélational
alignment, namely the Local Conjunction of constraint hierarchies. 86 concludes.

2 Relational requirementsand scales
2.1 Thresholdsand strata: empirical effects

There are two key empirical observations about relational requiremen&QikerFirst,
they sethresholdsan individual languages—for example, SCL may require that sonority simply
drop in one language, and that it drop sharply in another language. Second, they group the
sequences they evaluate into equivalence classssata—for example, SCL treats any two
coda-onset sequences as equivalent as long as they have the same sonoritydojyorise.

The notion of thresholds is familiar from onset cluster sonority constraintsmiea s
languages, sonority is required to rise sharply in an onset cluster, wheodasrs) it must only
rise a little. No language requires onset cluster sonority to drop. Ggnaradiss other factors
interfere, if moderate rise (e.g., [kna]) is allowed, then greater degrase ¢f.9g., [kra]) are also
allowed. This paper brings forth evidence in 84 that the same obtains for SCLgesgeaa
minimum on the sonority slope of a coda-onset sequence; if sonority is required to drop by a
certain amount, all sequences with a sharper sonority drop (lower slope) witldptadode, but
sequences with less of a drop may not be.

A non-sonority example is supplied by Yupik. Bakovic (1996) argues that two dialects
differ in the threshold they set on the weight ratio of the stressed sytiabie unstressed
syllable in an iambic foot. In one dialect, the stressed syllable must edsvireavy as the
unstressed one. In another, the stressed syllable must be three times as tireaunstressed
one.

Relational requirements typically ignore the individual elements in the ¢gdlua
sequence—only the distance matters. Thus, onset clusters with a particularodegrority
rise are typically acceptable no matter what their individual segmentBareptions obviously
exist, but they are systematic and can be reduced to independently motivated prifuziple
example, in English, [sr] ought to be an acceptable onset cluster based on sonanite dc.
[fr]), but it violates a place constraint. Similarly, one might expect f{t&ije acceptable (because
[fl] is), but onsets with two non-continuants are systematically banned in English. Shart of
systematic exceptions, we do not find arbitrary treatment of cluster nmaded-if [kn] is
acceptable, then [fl] should be, too, but the opposite isn’t necessarily true. This &ature
relational requirements will be callstratal integrity:if two sequences are relationally
equivalent (e.g., have the same sonority distance), they are expectednogmt class, all else



being equal. We will see in 84 that stratal integrity is a charactepisBCL and that it is found
in Faroese, Icelandic, Sidamo, Kirgiz, and Kazakh.

2.2 Connection between relational constraints and others

There is an oft-noticed theoretical connection between relational cotstathother
constraints. It has been noted in the literature that SCL overlaps witlgereeal constraints,
which disfavor high-sonority onsets and low-sonority codas (see 83.2). The coda sonority
constraints are sometimes understood as restrictions on consonant moraf@ty (388, 1995)
shows, many languages require their moraic codas to be sonorant (see also GordowrEs09, M
1999). Similarly, some languages limit their onsets to obstruents, banning sonorants in some
contexts (Hankamer and Aissen 1974, Steriade 1988, Kawahara et al. 2002, Smith 2002). SCL i
also minimally violated when the coda is maximally sonorant and the onseirisatiyn
sonorant—which raises the question of how this connection is to be made in the theory.

Some theories question the need for separate constraints just for coda-onseesequenc
For example, Clements 1990 proposes that SCL follows from the more generalySonorit
Dispersion Principle (discussed below in §3.3.2). Following Davis (1998), | arguehbat S
cannot be reduced to onset and coda sonority constraints. Evidence such as (1) (dstulksed i
in 84.4.2.1) is particularly telling here. In Kazakh, onsets may be of any soreoliygaas they
are preceded either by vowels or by consonants of higher sonority, but they degosbnize
case the preceding consonant is lower in sonority. It is impossible to anatyza pattern
without some sequence constraints, using only general constraints against sonetantadsr
such an analysis, desonorization would have to be blocked in a set of contexts that do/not reall
form a class: word-initially ([ma.rin], *[bu.rin]), after vowels ([almaal], *[alma.dar]), and after
consonants that exceed the onset in sonority (as in /kol-njbl.ma], *[kol.ba]—cf. /mu.rin-
ma/- [mu.rin.ka]). No plausible positional faithfulness constraints (Beckman 1998) or
Licensing-by-Cue constraints (Steriade 1999a) can be called upon to protect sonotbats in a
these environments—we need some positional markedness constraints here tialigpecif
target only coda-onset sequences with rising or flat sonority (this argusrgarailel to Zoll's
(1998) argument for positional markedness).

Thus, even though SCL is notionally connected to the constraints on onset and coda
sonority, it is distinct from them and cannot be subsumed by them. Nevertheless, theéaonnec
between SCL and onset/coda sonority constraints is hon-accidental and must bd bypghee
theory. | make a general and restrictive claim that relationalreamist penalize sequences of
elements only if these elements are otherwise marked. This connection isxpkciein the
theory presented in the next section: both types of constraints are ultidexigd from the
same source and by similar mechanisms.

A related and significant aspect of relational requirements is thainayably deal
with prominence: only pairs of prominent/non-prominent things are subject to relational
constraints, and they are always things that are in some way similahtotear. For example,
both codas and onsets are syllable positions filled by consonants; one is more promirtéet tha
other (in this case, the moraic codas are more prominent), and so sequences ofl tiem wil
subject to relational constraints (SCL). For sonority distance constrainklssbers, the two



consonants in a cluster must stand in a similar relationship—the consonant closer téetige nuc
is more prominent than the outlying consonant (cf. Baertsch 2002).

Outside of sonority, we see the same kinds of connections between relationalmsnst
and constraints on other types of prominence—such as weight. The iambic part ofitive la
Trochaic Law overlaps with the well-known prohibitions against stressed ligibleg (the
Stress-to-Weight Principle (see 84.2.1)) and against unstressed healulesy(ihe Weight-to-
Stress Principle), and in the theory developed here these constraints are demvad¢dmmon
source’

3 Thetheory of Relational alignment in CoN
3.1 Introduction: schematain CoON

| propose that relational requirements are expressed as constraint restarbkise
hierarchies are not primitive: ultimately, they derive from the samedmcrscales that give rise
to non-relational constraint hierarchies. This section starts by reviewmgeRnd Smolensky’s
(1993) proposal for deriving such hierarchies, Harmonic alignment (see 83.2). Thanisech
that mediates between non-relational hierarchies and relational ones, waicRéelational
alignment, is developed in §3.3.

Both Harmonic alignment and Relational alignment are constraint schehetare
mechanisms for building families of constraints from linguistic primitsyegematically (rather
than stipulating constraints on an ad-hoc basis). Other constraint schemataau@d
Generalized Alignment (McCarthy and Prince 1993), Local Conjunction (see $§¢tdc
Constraint Theory (Wilson 2001), the Generalized OCP schema (Suzuki 1998), and proposals
regarding the nature of faithfulness constraints in OT (Beckman 1998, Al@déftede Lacy
2002a). For related discussion, see also Hayes 1999, McCarthy 2002a, Smith 2002.

Just like Harmonic alignment, Relational alignment is part of the intemoatsre of
CoN. It is a mechanism that ultimately mediates between prominence andlesnstraint
hierarchies. The sonority scale and other prominence and position scales leserefie
grammar because these scales directly inform OT constraints. Theergeia that all constraint
hierarchies including relational ones mirror the scales on which they are lzdkedhan
referring to the scale in some indirect fashion in the process of evaluatjg®Ye. CONT of
Bat-El 1996):

4 Examples of relational constraints outside of phogy point to the same tendency. Aissen (1999udises
syntactic relational constraints that require scisjéo stand higher on the person hierarchy thgctbin the same
clause. Syntactic person involves a different lkodhgrominence (along with animacy and so on) tharosty and
weight, but the OT proposal developed here is gemgrough to be extended to syntax.

>A parallel non-relational example comes from Peiand Smolensky’s (1993) discussion oftthand the *Nuc/x
hierarchy. HNUC is a unary, complex, gradient constraint thatgmssiiolations in proportion to the length of the
sonority scale: the less sonorant the syllableausg;lthe more violations it incurs. TheudtIx hierarchy consists of
simple, categorical constraints that are unverdgedbd in a ranking that mirrors the sonority scdle less sonorant
the syllable nucleus, the higher the constrairttithaolates. Prince and Smolensky conclude thattierarchy
approach is superior to HI¢, since it offers precise control over sonorityetrolds on nuclei in individual
languages and over cross-linguistic typology.



Constraint schemata are part of the Universal Grammar. All constraiciisding
relational hierarchies) are innate and available to the learner. Theasarto believe that this
is right. For example, we find evidence of SCL in first language acquisitdimdoanword
phonology even when SCL is not obeyed in the ambient language (Gouskova 2001, Lukaszewicz
2001). The view not taken here is that the learner constructs language-spesifiaints during
the learning process (Fukazawa and Lombardi 2003; see 85).

3.2 Onset and coda sonority constraints and Har monic alignment

Harmonic alignment is a general schema for deriving non-relational dobs$ikxarchies
from linguistic scales by combining a binary prominence scale with a midgeedi@ane. Prince
and Smolensky propose Harmonic alignment in the context of their discussion of peak
(=nucleus) and margin (=onset) sonority, but the proposal has been extended to other areas,
including tone and prosodic prominence (de Lacy 2002b), vowel sonority and stress (kenstow
1994, Crosswhite 1999, de Lacy 2002a) and various syntactic prominence/position leigrarchi
(Artstein 1998, Aissen 1999).

For reasons of space, | will focus my discussion on the scales that are daleviiyt to
SCL. These scales relate moraicity and sonority (Zec 1995, Holt 1997, Morén 1&99). F
example, the more prominemioraic (or coda) position will gravitate towards the more
prominent sonorant end of the sonority scale, whilentiremoraicposition (onset) will gravitate
towards the less prominent non-sonorant end. This association of sonority and syllaiole isosit
directly encoded in a pair of harmonic scales.

Harmonic alignment is defined in (2). Harmonic alignment takes a binanyomoscale
X>Y and a multi-valued prominence scale a > b > ... z and combines X with a, b, and so on,
yielding a scale for the more prominent of the two positions. Y is also combirted,vat and so
on, which yields a scale for the less prominent of the two positions that has the opposié orde
elements:

(2) ... Given a binary dimension With a scale X > Y on its elements {X, Y}, and another
dimension D with a scale a> b > ... >z on its elements. Haemonic alignmenobf D,
and B} is the pair of Harmony scales:

Hx: Xla=X/b>... =X /z [more harmonic ... less harmonic]
Hy: Y/z>...>Y/b>Y/a (Prince and Smolensky 1993)

For a concrete example, consider the binary scale in (3) and the multi-valleeith $4a

3) Moraicity scale Coda> Onset, or Moraic > Non-Moraic



4) Sonority scale(Jespersen 1904):
glides > rhotics > laterals > nasals > vcd frics > ved stops > vclessfricless stops
Abbreviated as: w>r>1>n>z>d>s>t

Harmonic alignment applies to these and returns the harmonic scales (5) ame @stDf
these scales entails that the less sonorous an onset the more harmonic itesofithecale
entails a preference for sonorous codas.

(5) Onset Sonority scale
Ons/t- Ons/s- Ons/d~ Ons/z- Ons/n~ Ons/l>= Ons/r- Ons/w

(6) Coda (Mora) Sonority scale
Ww = Wr>= Wl wn> Wz - wds> ws> it

It should be noted that Harmonic alignment only applies to scales that encode premmessc
featural markedness. Following de Lacy 2002a, | assume that featuratlmeskescales (e.g.,
lab, dor s~ cor) never combine with structural elements for the purposes of constraint
construction, while prominence scales such as sonority always do.

The scales in (5)-(6) are not constraints—they cannot interact withaoth&traints in
evaluating candidates. Harmonic scales are converted into the negatitesly wtaversally fixed
constrainthierarchies by Constraint Alignment (7).

(7) TheConstraint alignmenis the pair of constraint hierarchies:
Cx:  *X/z>>..*XI/B>>*X/A  [more marked >> ... >> less marked]
Cyv:  *Y/Aa>>*Y/B>>...>>*Y/z (Prince and Smolensky 1993)

The constraint hierarchies that correspond to the harmonic scales in (8-¢8)ear in
(8)-(9). The relative ranking of constraints within each scale is fixed they can be
interspersed with markedness and faithfulness constraints. For exarkgleiifs ranked below
*Wz but above fI/N, then the ranking allows sonorants but not obstruents to be moraic in coda

® There has been much controversy as to the patidetails of the formulation of the sonority scdlés
impossible to do justice to this large and inténgstopic here. Most researchers agree on somelikmgowels >
glides > liquids > nasals > obstruents (Bell anapty [Bybee] 1978, Harris 1983, van der Hulst 198éments
1990, Smolensky 1995, Holt 1997), but there ikld@igreement on the relative sonority of laterhtdtics,
voiced/voiceless stops, stops/fricatives/affricatesl the place of glottals on the sonority hidrgré&or some
alternative formulations and discussion, see Sellk®84a, Blevins 1995. See especially Parker 2602 fecent
and very thorough literature review. The particditamulation given here follows Jespersen 1904 édso
Bolinger 1962, Alderete 1995, Boersma 1998, Hiroaym1999, Struijke 2001) and is chosen becauskeitsls
optimally fit the facts of Faroese, Icelandic, Kelzaand Kirgiz. The details of the sonority scaterabt affect the
general thrust of the proposal.

| assume fixed ranking because of familiarity @ade of exposition. It is possible thaiNdloes not have any
fixed rankings and that hierarchical markednesstimiships are expressed through stringently foated, freely
rankable constraints (Prince 1997, de Lacy 2002a¢.de Lacy 2002a for an example of a stringerdtcaint
schema.



position. Other cutoff points are possible, too, for both onsets and codas, so these hierarchies
predict fine-grained variation between languates.

(8) Onset Sonority constraint hierarchy (cf. Gnanadesikan 2004)
*ONS/W>>*ONS/R>>*ONS/L>>*ONS/N>>*ONS/Z>>*ONS/D>>*ONS/S>>*ONS/T

(9) Coda (Mora) constraint hierarchy (cf. Morén 1999)
*WT >SS*U/S>> *W/D >> * Wz >> *UIN >> *u/L >> *UWR>> *u/w

As was argued in 82.2, these non-relational coda and onset sonority constraints cannot
subsume SCL. This is because they penalize all occurrences of partradts and codas, not
just adjacent ones. In the languages discussed in 84, onset sonority and codaasenority
generally unrestricted and restrictions apply only in contact. In the foldpsection, | propose a
mechanism calleRelational alignmenthat creates relational constraints, which are specific to
elements in contact.

3.3 Redational alignment
3.3.1 From non-relational scalesto relational ones

Relational alignment picks up where Harmonic alignment leaves off: it c@sibivo
harmonic scales into a singielational scale The Syllable Contact scale entails that, the less
marked the onset and the adjacent coda, the more harmonic the relation betweenvéram. Se
different coda/onset combinations can be equally harmonic: for exeam@aandal.nahave
the same sonority drop of 1 because the distamezemdl-n are the same on the sonority scale
(see (4)). Because of this, the relational scale will be only partraliyer than totally) ordered:
it will contain strata of configurations that have the same relational marlsamésis case the
same sonority profile.

Relational alignment, defined in (10), is a general schema for deternteimglational
markedness of sequences. Where an onset/coda combination falls on the relatiemall sc
depend on the cumulative harmony of the onset and the coda. If both of the elements in the
configuration are well-formed, then the relation will be as well. The best(ecglale) followed
by the best onset (a voiceless stop onset) will form the most harmonic relaticgecbine best
set of coda-onset sequences consists of the sequmticecoda-voiceless stop onsetd the
sequencglide coda-voiceless fricative onsethich are equally well-formed, and so on.

8t has been argued that perhaps the predictedatiens are too fine-grained (Clements 1997). &ample, no
adult languages restriatl of their onsets to just obstruents (though exampiekis abound in child speech—see
Ohala 1996, Barlow 1997, Pater and Barlow 2003 nadasikan 2004). Nevertheless, the onset sonamitgtraint
hierarchy does play a role in adult phonology. &m&krit, the less sonorant of two consonants iareset cluster is
copied into the reduplicant (Steriade 1988), andadh, the less sonorant of two consonants in aahellister
emerges as a result of assimilation (Hankamer asskeA 1974). In the Sino-Japanese stratum of {hendse
lexicon, medial onsets are restricted to obstrueniy (Kawahara et al. 2002). For several addifi@xamples, see
Smith 2002.

o Strictly speaking, a total ordering is also aipadrdering, except that in a total ordering eatrthtum contains just
one element. A relational scale is a partial orgein which some strata are occupied by more tim@netement.



To keep track of where the individual elements stand in their harmonic scaleggthey a
assigned indices (e.g. glide coda=1, stop onset=1, etc.). The harmony of tbe i=lat
determined by the susof these indices: if both elements are high up in their harmonic scales,
then their relation will have a high harmony ind&Xhe number of strata in the relational scale
depends on the length of the two harmonic scales that are being aligned: it te #ygiaum of
the scale lengths minus one, which in the case of the Syllable Contact scale4s18=+1%
strata.

(10) TheRelational alignmenof two harmonic scalesyHX1>...X) and H (Y1>~...Yp) is the
relational scale stratuga...stratum.m.1, where stratuge {X;Y; | i +j = s+1}.
Hx and H, are the product of harmonically aligning the prominence scales X > Y and a >
b>..z

This formula combines the onset and coda harmonic scales ((5)-(6), repeated/émience in
(11)-(12)), to yield the stratified relational scale in (13). (For the r&adenvenience, the
sonority rise (e.g. +4) and the sonority drop (e.g. —2) is indicated under edamstr

(11) Onset Sonority scale
Ons/t- Ons/s- Ons/d~ Ons/z- Ons/n~ Ons/l>- Ons/r- Ons/w

(12) Coda (Mora) Sonority scale
Ww = wWr>= Wl > wn> Wz > pd> ws> Wt

The first stratum in (13) contains the combination of a glide coda and a stop*evisieh) are

the most harmonic elements in their respective scales. The second stratunsc¢batai

combination of the best onset with the second best coda and the best coda with the second best
onset, and so on.

©The 1 is added tebecause the indices of the two most harmonic $eety., t/ons and w/coda, which form level
1 of the relational hierarchy, already add up t@l2us, the first level, t/ons-w/coda, will contdive elements whose
s= i+j=2, but the index of the level itself$s1=1.

" Two anonymous reviewers correctly point out thathis implementation, the theory predicts that SBbuld

only apply to sequences wioraiccodas followed by onsets, and they suggest thaftthy be problematic for
languages where SCL effects have been reporteeMimgnce for coda moraicity is scant (as in Hebrew)
controversial (as in Korean). A language with mo@das, however, need not necessarily show ewédeihcoda
moraicity in its stress phonology (though Icelaraiti Faroese do). For reasons that have nothidg waith SCL,
theories of coda moraicity by necessity predict th&ome languages, codas can be moraic whilsssiseixed, or
they can be moraic while having little or no effeatstress assignment (see Morén 1999, Rosentithilan der
Hulst 1999).



(13) The Syllable Contact scale
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

w.t- W.S- w.d> W.z- w.n> W.I> w.r- w.w> r.w> L.w> n.w>- z.w>- d.w>- s.w- LW
rt rs rd rz rn rl rr l.r  nr zr dr sr tr
It |Is Id Lz ILn |l nl zl dl sl tl
nt ns nd nz nn zn dn s.n tn
zt zs zd zz dz sz tz
dt ds dd sd td
st ss ts
t.t

-7 6 -5 4 -3 -2 -1 O +1 +2 +3 +4 +5 +6 +7

As any harmonic scale, the relational harmony scale translates into @icdsérarchy
by Constraint Alignment (see (14)). Each constraint in the hierarchg tefeomestratumin
(13), not to the individual configurations contained in the strata (i.e. N¥ot *z.z, etc.).

(14) TheConstraint Alignmenof a scalestratum >...stratun is the hierarchy *$&RATUM
N>>... *STRATUM 1.

| adopt Prince and Smolensky’s assumption that Constraint Alignment producesraaliyive
fixed hierarchy of constraints (though see fn. 7). This version of Constraint Adigramtually
subsumes Prince and Smolensky’s Constraint Alignment—each constraint prahifithe
configurations in a straturaf a harmonic scale (or a relational scale). In the case of relational
scales, some strata contain more than one element and others just one, and in the case o
harmonic scales (e.g., (11)-(12)), each stratum contains exactly one el€heefdrmulation in
(14) works for both kinds of scales.

The Syllable Contact constraint hierarchy that corresponds to the relatatain (13)
is given in (15). The highest-ranked constraints in the hierarchy prohibit coeseqsiences
with a maximal degree of sonority rise. The lowest ranked constraints proibrnees with
the greatest degree of sonority drop. | have named the constraigtarDE X, since each
constraint bans a stratum with a particular sonority distantshould be kept in mind, though,
that the constraints themselves do not calculate the sonority distance betwsmstathad the
following onset in the process of evaluation, unlike in the Complex Constraint approach (see
84.3.3). A *DsT constraint is violated by any coda-onset sequence that belongs to the stratum
that *DisT bans. For example, the constraint labels'E3 really stands for *{w.n, r.z, I.d, n.s,
z.t}, and it assigns one violation mark for any coda-onset sequence in this set.

(15) Syllable Contact hierarchy: f&r +7>>*DIST +6>>*DIST +5>>*DIST +4>>*DIST
+3>>*DIST +2>>*DIST+1 >>*DIST 0>>*DIST —1>>*DIST —2>>*DIST —-3>>*DIST —
4>>*DIST-5>>*DIST—6>>*DIST—7

| consider applications of the Relational alignment schema to other scales in 83.3.3.
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3.3.2 TheSonority Dispersion Principle

The present approach to relational scales (and in particular to SCL) bearsimiaréy
to the Sonority Dispersion Principle of Clements (1990). The Sonority Dispersnmipkr
requires that sonority rise be maximal from the onset to the nucleus, and that sboprig
minimal from the nucleus to the coda. The smaller the distance, the higlentpkexity score
of a given configuration. Thus, for onsets, jgless complex than [ra], and [tra] is less complex
than [tna]. For codas, [at] is more complex than [ar] because the sonority drop froosnacle
coda is greater in [at] than in [ar]. Languages will vary in the level of aadtplthey tolerate;
thus, English tolerates [tra] but not [tna], while Russian accepts both.

In contact, the same principle applies. Languages differ in the conyplleayt tolerate in
heterosyllabic clusters. For example, a language that selects 4 asfitpauit will accept
sequences nasal-obstruent, liquid-nasal, and glide-liquid, but not obstruent-nakagljdgsstc.
The aggregate complexity scores of the demisyllables (nucleus-codasatehacleus
sequences) in contact determine the numbers in the following table, from Cl¢h®Sits

(16) C1\C2 Obstr Nas Lig Glide

Obstr 5 6 7 8
Nasal 4 5 6 7
Liq 3 4 5 6
Glide 2 3 4 5

The current approach adapts the SCL aspect of the Sonority Dispersion eiimoiphe
OT framework, encoding the notion of the complexity score istDonstraints. Moreover, as
an anonymous reviewer has pointed out, it does so without relying on the notion of the
demisyllable. Since only moraic codas and non-moraic onsets stand in relation, titg ebnor
the nearby vocalic nuclei is not predicted to affect the markedness of the cursameencé.
This is arguably a welcome aspect of the proposal, since examples daftiotebetween vowel
and consonant sonority are rare to nonexistent (Kingston 2002, though see Kirchner 1998).

The major difference between the Sonority Dispersion Principle and Relatigmahent
is that the latter is proposed to be a general schema, applicable not only to sonstigints
but to any relational constraints. This point is elaborated in the next section.

3.3.3 Redational alignment as a general schema

Both Harmonic alignment and Relational alignment create harmonic $cates
linguistic primitives, and these scales inform the constraint®in The structure of the scale
subcomponent of @\ is diagrammed in (17). A binary and a multi-valued scale are interleaved
to a pair of harmonic scales by Harmonic alignment. Then, the scales arednmapepair of
non-relational constraint hierarchies. The non-relational harmonic scal@sarelationally
aligned and then converted into a single relational constraint hierarchy.

2 Clements (1990) actually assumes that all vowai® lthe same sonority (an assumption that is n@geggven
the way sonority dispersion is calculated). | fallgkenstowicz 1994, Crosswhite 1999 and others suaéng that
vowels do in fact have different levels of sonarity
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(17) Harmonic and relational alignment in CON

Position scalei>3 Multi-valued scale x>y>z

Harmonic
alignment

a/xX-...a/z
B/z-...BIx

Relational alignment
alx-Biz- ... afz-BIx

Constraint Alignment
*alz >>...*alx
*BIx>> ... *Blz
*a/z-BIx>> ... *alx-B/z

Any pair of non-relational harmonic scales is hypothesized to correspond &i@nediscale and
therefore also to a relational constraint hierarchy. Conversely, relatmmstraints are argued to
be derived by Relational alignment from scales.

Sonority distance constraints on consonant clusters (Steriade 1982, Selkirk 1984b,
Blevins 1995) find a natural expression in the theory of relational alignmegtatlapt aspects
of the split margin theory of syllable structure developed by BaertscR)2B8ertsch proposes
that the first and the second segments in an onset cluster (and the reverse iclstajlare in
a prominence relationship, whereby the segment closer to the nucleus (Masgmaee i
prominent than the outermost segment (Marginl):

(18) Prominence scale for consonants in a tautosyllabic cluster: M2 > M14Ba2002)

Aligning this scale with the sonority scale gives us two harmonic schkeBrdt states that the
innermost consonants in a cluster are optimally sonorant, and the second state®tietrtivest
consonants are optimally obstruent. Applying relational alignment to thess soates a
stratified hierarchy wherein voiceless stop-glide tautosyllabiterisisre the best, voiceless
stop-rhotic and voiceless fricative-glide ones are second-best, and so on. &halktaik
something like the mirror image of (13). Constraint alignment then applies ta¢eerésulting
harmonic scales (M1 sonority, M2 sonority and the relational cluster soal@yaduces three
fixed constraint hierarchies, which can be interspersed with other constoaidierent
tautosyllabic cluster sonority thresholds. Baertsch’s (1998, 2002) alternatigeLosal
Conjunction is discussed in 85.

Relational alignment will also apply to scales other than consonant sonority. An
increasing body of work examines the constraint hierarchies on the sonorigssedtand
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unstressed vowels (Kenstowicz 1994, Crosswhite 1999, de Lacy 2002a). The present theory
predicts that we should find relational constraint hierarchies derived from #senell. These

will have favor rising sonority between the unstressed vowel and an adjaessédtvowel
(perhaps in the same foot). This is reminiscent of the requirement that thedsggtable in a

foot exceed the unstressed syllable in weight (lambic-Trochaic Law/{Bphiarmony). The
lambic-Trochaic Law can be expressed by relationally aligning thedmacracales that give us
Stress-to-Weight (“stressed syllables are heavy”) and Wesg8tress (“unstressed syllables are
light”).*® A detailed investigation of such relational hierarchies is left heresforef research.

Relational constraints form universally fixed hierarchies, which aacmded with
certain typological predictions. | discuss these in the next section witbytartattention to
SCL.

4 Casestudies: thetypological predictions of the Syllable Contact hierarchy
4.1 Introduction

The goal of 84 is to demonstrate how the hierarchy at*Bonstraints for Syllable
Contact produces threshold effects. Languages specify a maximum sonoritipslope
heterosyllabic clusters: if the maximum sonority slope is —1, then sonority afiuestrbss the
syllable boundary; if the maximum sonority slope is 0, then sonority must betdtdeaad
cannot rise; if the maximum sonority slope is +4, then sonority cannot rise moreuhg@oihts
across the syllable boundary, and so on. The relational hierarchy theory bfeSgmtact
captures this typology.

The constraints within the Syllable Contact hierarchy are in a univefisaty/ranking,
but they can be freely interspersed with other markedness and faithfulnessrasn3tine result
is that languages can vary incrementally with respect to acceptabletysdisience by selecting
different cutoff points along the hierarchy. Some languages are predictEhte@nority to rise
but will cap the degree (e.g., Icelandic and Faroese; see 84.2). Othersowikatiority to be
flat but will ban it from rising (Kazakh, 8§ 4.4.2). Still others will require sonority tpdand
will set a minimum on the degree of the drop (Sidamo, 84.3, and Kirgiz, 84.4.3).

(19) Languages select different cutoff points
~gob0ooobo0OnsddOflatDOdrop DO D DOOO -
. *D+5>>*D+4>>*D+2>>*D+1>>*D0>>*D-1>>*D-2>>*D-3>>*D—4...
1 1 1 1 1
Icel. Faroese Kazakh Sidamo Kirgiz

The relational hierarchy theory of SCL also makes an implicational padictil else
being equal, the presence of the marked implies the presence of the unmarkedmipbe,af a
language allows [at.na], it must allow [at.sa] and [an.ta], but not necegafria} and [ak.wa].

131t should be noted that such relational hierashie a prediction of the Local Conjunction theaywell: if
there are constraints on the prominence of unstdezsd stressed syllables, they can be conjoired.rot aware
of any work in Local Conjunction that discusseshspredictions, however.
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Similarly, all else being equal, we expect all of the sequences that heltregsame stratum in
a relational scale to be treated as equivalent, i.e., to exhibit strataityntegr

The “all else being equal” caveat is crucial. For example, accordliting trelational scale
in (13), the sequences {r.n, .z, n.d, z.s, d.t} are all equally marked since they all have the
sonority drop of 2. It is patently untrue, however, that all languages that havediaé me
sequence [n.d] also allow [z.s] and [d.t]: Sidamo, for example, prohibits such obstagésnscl
but allows [n.d]. The reason for this is that other markedness and faithfulness otmstiai
override the demands or obscure the distinctions made by the relational hiefaishy the
well-known non-uniformity effect that is characteristic of OT grammars.

Thus, in the case of Sidamo, which is examined in detail in 84.3, clusters of obstruents
that disagree in voicing are banned—a well-known prohibition that is independent of sonority
(Lombardi 1999, 2001, Mascar6 and Wetzels 2001). Similarly, Kazakh generally prohibits
clusters with flat sonority (e.g., /nm/ maps to [n.b]), except that such clustarstoientsare
permitted (e.qg., [K.t]). Here, the split behavior of the flat sonority stratum iodbe tanking of
faithfulness constraints: the usual strategy of de-sonorizing the seconensegmnot yield any
further improvements in obstruent clusters, and no other strategies arbla\aiga §4.4.2.2 for
a full analysis). Since the theory of relational constraints is situated liarges context of
Optimality Theory, this kind of split stratum behavior is predicted and expedtedainge of
possibilities for stratum splitting is limited by the content oinChowever—I will return to this
point in 85.2.

4.2 Faroeseand lcelandic

Icelandic syllabification has long attracted the attention of researbbeause it exhibits
fine distinctions between degrees of sonority rise (Einarsson 1945, Thrainsson 1978, Arnason
1980, Murray and Vennemann 1983, Arnason 1985, Hermans 1985, Ito 1986, Hayes 1990,
Wheeler and Touretzky 1991, Baertsch 1998, Ham 1998, Keer 1998, Morén 1999, Ringen 1999,
Suh 2001). Icelandic allows sonority to rise across the syllable boundary batisetshold on
how much it rises. The closely related but less studied language Farsessitméar pattern, but
with an interesting twist: the threshold is slightly different, so sonoaityiot rise as much. The
difference between these two languages can be captured straigtdfgiwahe relational
hierarchy theory of SCL by ranking markedness and faithfulness constragimés With respect
to the *DiST hierarchy in one of the languages. | will start by laying out the factaroeBe.

4.2.1 Faroese syllabification and stress

In Faroesé; initial syllables are always stressed and heavy. The weight regritean
be satisfied either by a long vowel or by a coda consonant. As shown in (20), vowels do not
contrast for length: long vowels are confined to stressed open syllaldgsaile short vowels
are found elsewhere (d-f). Vowel length is therefore a diagnostic foyltebifcation of medial
two-consonant clusters: the syllable boundary follows the second mora of theds$idisdxe.

4 The data sources for Faroese (Indo-European, Neettmanic, Faroe Islands) will be abbreviated dovs
where appropriate: P98 (Petersen et al. 1998), (sfekwood 1955). Lockwood’s transcriptions have rbee
standardized according to the conventions of Petiezsal.
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(Both in Faroese and in Icelandic, diphthongs can be either long or short. LengthatethOi
a colon in the transcriptions.)

(20) Faroese vowel length (Lockwood 1955)

a. e:ta ‘to eat’ d. ¢s.ur ‘west’
b. bdt.na ‘to improve’ e. nodl ‘approached (sg.)’
c. fouz.mor ‘empty’ f. men.tan ‘culture’

Stressed open syllables are the only environment where long vowels are foundngulgds

In an OT analysis, this generalization is captured by a constraint rahkingnsures that all

inputs, whether they contain long vowels in the right places or not, map to grammateae surf
forms. Under the assumption that inputs are unrestricted known as Richness of thi&iBese (

and Smolensky 1993, McCarthy 2003c), input long vowels must map to short ones everywhere
except in stressed open syllables. Likewise, input short vowels must map to longimowels
stressed open syllables but not elsewhere.

This pattern results from the conflict of the constraimsESsSTO-WEIGHT, NOLONGV,
and DENT-LENGTH (defined in (21)-(23)). The first constraint requires stressed syllabhas t
heavy, and the second bans long vowels. The third constraint is a faithfulness comgstnasit a
vowel lengthening or shortening.

(21) SrRESSTO-WEIGHT: ‘Stressed syllables are heav§(Prince 1990)

(22) NoLonNagV: ‘A vowel must not be associated with two morae.’ (Rosenthall 1994)

(23) IDENT-LENGTH: ‘The length specifications in the input match the length specifications in
the ouput’

Tableau (24) shows that long vowels must shorten in unstressed syllables,ciocesM
dominatesdENT-LENGTH. Inputs with long vowels in a non-initial syllable must undergo vowel
shortening:

(24) Vowels are short in unstressed syllables

/ba't.na:/ NoLoNGV IDENT-LENGTH
a.wha't.na *
b. bd't.na: *|

Similarly, underlyingly short vowels would have to lengthen in open syllablefaived by a
single intervocalic consonant, SinCERESSTO-WEIGHT dominates SLONGV:

51 do not discuss monosyllables here since theyareelevant to SCL, but they have long vowelsneif¢he

syllable is closed. For some analyses, see the amitkelandic cited earlier.

% Prince (1990) gives the Stress-to-Weight Prindifsl@ame but argues against it as an inviolakilecjple.
Stress-to-Weight harks back to Prokosch’s Law (1238l the Obligatory Branching Parameter (Halle and
Vergnaud 1978, Hayes 1980, Hammond 1984). Sedvatsos 1987, Riad 1992, Hayes 1995, Kager 1997, Ham
1998, Fitzgerald 1999, Morén 1999, Jacobs 20001 2B0uskova 2003.

1 |DENT-LENGTH is a cover constraint for #>-l, MAX-U. For a more sophisticated implementation of moraic
faithfulness, see Morén 1999, Campos-Astorkiza 2004
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(25) Vowels lengthen in stressed open syllables

Ie'tal SIRESSTO-WEIGHT | NOLONGV | IDENT-LENGTH
arse:"ta * *
b.e ta *|

The interesting twist is what happens to vowels followed by two medial consonants.
Whether a vowel is long or short depends on the consonants that follow. Although vowels are
normally short before a geminate or before most two-consonant sequences, heg before
the following sequences: {pr, pl, tr, kr, kl, kv}. These sequences happen to have the highest
sonority rise possible in Faroese: five or more points along the sonority suase FRroese
syllabification obeys the following generalization:

(26) Generalization for Faroese: when sonority rises 5 points or more, the two consonants
are syllabified into a complex onset and the preceding vowel is long. If sonsesy4
points or fewer, the consonant sequence is heterosyllabic and the vowel is short.

This generalization is exemplified in (27)-(28). Compare, for exampka.hlgmr] and [3§.r1]. In

the former, the preaspirated voicelksaust be syllabified into the onset because it is followed
by the highly sonorous from which it is separated by 6 sonority points. The vowel is therefore
long, since it is in an open initial syllable. However, the unaspirated [gi§.r Jcan be

syllabified into the coda because the rise from it to [r] is an acceptablat$.phe sonority
distance between consonants in a cluster is shown next to each datum: eig.a[koiteless
stop-glide sequence with a sonority rise of +7, [t.r] has a rise of +6, and so on.

(27) Long vowels or diphthongs: sonority rise is 5 or more

a:"kvamarn (+7) P98 ‘beryl dea:"prr  (+6) ‘sad’ P98
vea:'krr  (+6) P98 ‘beautiful(m.pl)’ mi:."klr (+5) ‘great (m.pl) LS55
ai:.trant  (+6) L55 ‘poisonous’ e:."plt (+5) ‘potato’ P98

(28)  Short vowels: sonority rise is fewer than 5 points (all from Lockwood 1955)
Sif. M (+4) ‘further south’ ry"k tr (0) ‘smoked (sg.)’

ba't.na (+4) toimprove’  veswr (1) ‘west’

id.la (+3) or hen.gur  (-2) ‘hands’

ves.na (+3) ‘toworsen’  jeer.gi  (4) ‘did (sg.)

jar.na (+2) ‘gladly’ noddi  (-) ‘approached (sg.)

An aside is necessary on the phonetic values used here and on their relationship to the
sonority scale in (4). | follow other researchers (Ito 1986, Morén 1999) in assumirftgthat t
Faroese and Icelandic [v] is phonologically a glide rather than a voicatiiet? Furthermore,
neither Faroese nor Icelandic have a true voicing contrast in their stopsr-stipe are either
aspirated/preaspirated or plain. | assume that laryngeal contralsviant to sonority—the

8 There are no obstruent-j sequences in Faroese.
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universally available sonority scale refers to some laryngeal cqrieagtvoicing or aspiration.
If the language has a laryngeal contrast, it is expected to play a role inyspnurésses, unless
other constraints interfere (e.g., the constraints on voicing assimilationSakamo, Kazakh,
and Kirgiz).

The decision between lengthening the vowel and syllabifying the consonant into the coda
is up to SCL. $rRessTO-WEIGHT is preferentially satisfied by linking a consonant to a mora,
because this avoids having a long vowel: recall tneRESsTO-WEIGHT dominates LONGV.

Thus, underlyingly short vowels will be syllabified into closed syllablestg &s sonority rises
no more than 4 points. Underlyingly long vowels would have to shorten, as shown in (29).

(29) Ban on long vowels overrides constraints against moderate sonority rise

Isigr/ NoLoNGV *DIST+4 . IDENT-WEIGHT
a.w=sif.n * '

b. s.gn *!

Ist:gri/

C. = si).n * *

d. s:.gn *!

By transitivity, NoLONGV dominates all of the *I3T constraints ranked below 1®r+4 in the
SCL hierarchy, so sequences with less marked degrees of sonorityanse[jgladly’) or with
sonority fall ([ren.dur] ‘hands’) are also heterosyllabic.

When syllabifying the consonant coda would create a heterosyllabic son@iof nmeore
than 4 points, the vowel is lengthened instead. The Syllable Contact constraintsthgains
highest sonority rise, *[3T+7, *DIST+6 and *DsT+5, assign fatal violation marks to the
heterosyllabic cluster candidates in (30), so the vowel must lengthen and the cansmant
syllabified into the onset:

(30) Long vowels are tolerated when sonority rises 5 points or more

/el *DIST+6 *DIST +5 NoLoNGV

a.=elplt *

*|

b. €'p.l

fvedkrir/

c.w vea:."krir

*|

d. wadknr

The one wrinkle in the pattern is the syllabification of /tl/, which appears as a
heterosyllabic sequence even though its sonority rise of +5 is generalijtpeimFaroese.
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(31) TL onsets disallowed (Lockwood 1955)
sw'tIjur (+5) ‘pleasant’
I5vt. It (+5) ‘little one (masc.)’

This deviant syllabification of /tl/ is not surprising—homorganic onset clustehssofind are
avoided in many languages. The constraint against TL clusters must domirsate5*[2ven
though heterosyllabic clusters with a sonority rise of +5 are prohibited, thegan as a lesser
evil than a TL onset.

(32) TL onsets avoided in favor of heterosyllabic parse

Isto"tljur/ *TL *D IST+5 NoLonGV
a.w=stut.ILjur *

b. stu’tlr.jur *! *
1epli

c. we:pli *

d. &p.i oy

To sum up, with the exception of [t.I], whose resistance to being syllabified as &n onse
can be explained on independent grounds, heterosyllabic sonority is allowed to risedat mos
points in Faroese. The summary ranking is given in (33). The key point about this riarthkizig
the markedness constrainbDNONGV interrupts the *0sT hierarchy, admitting most sonority
profiles but banning the three most marked degrees of rise. TieeHi@rarchy is only partially
active, resulting in the sonority distance threshold effect.

(33) Faroese summary ranking

*oTL *DIST+7 SRESSTO-WEIGHT

*DIST+6

*DIST+5

NoLONGV
/\

IDENT-LENGTH *DisT+4
*DIST—7

| next turn to Icelandic, which is minimally different from Faroese inatesty distance
requirements.
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4.2.2 lcelandic syllabification and stress

Icelandic syllabification, stress, and vowel lengthening facts are guoitiaisio those of
Faroese. Normally, two medial consonants are heterosyllabic, as loregraotiority does not
rise above a certain threshold.

(34) Generalization for Icelandic: If sonority rises 6 points or more, the two consonants are
syllabified into a complex onset and the preceding vowel is long. If sonorityorizeists
or fewer, the consonant sequence is heterosyllabic and the vowel is short.

This generalization is exemplified in (35)-(37).

(35) Icelandic short vowels (Southern Dialé&tt)

bidja ‘toask (+4) ABO velja ‘choose’ (+2) A80
sted.va ‘to stop’ (+4) A80 verja ‘to defend’ (+1) E45
hay.n  right (+3) E45 t'evja  ‘todelay (0) Aso
blad.ra ‘balloon’ (+3) A80 hes.tyr ‘horse’ (-1) E45
solg_|a ‘to sail’ (+3) E45 ey ‘upper’ (1) E45
vis.na Wwither (+3) E45 av.laya ‘to bend out of shape’(-2) E45
thgm_ja ‘domesticate’ (+3) E45 dver.gvr ‘dwarf’ (-4) EA45

Vowel lengthening applies in Icelandic before a sequence of {p, t, k, s} followed Hyw]r’%

(36) Icelandic: lengthened vowels, the entire cluster forms an onset

vi.tVja  ‘tovisit (+7) E45
vee: . kMya ‘to water’ (+7) V72
a.KVrar  ‘fields’ (+6) E45
t':.tPra  ‘to vibrate’ (+6) E45
Sk):_p(h)ra ‘roll’ (+6) EA45
tvi.svar twice’ (+6) E45
e..sja ‘the mountain Esja’ (+6) E45

Faroese and Icelandic differ in how they treat voiceless stop-laterahsegue
Icelandic, they are heterosyllabie'fj.l]] ‘apple’), and in Faroese, they are tautosyllabic
([e:pl1] ‘potato?).

9 The data sources are indicated next to each exafipk abbreviations are: E45 (Einarsson 1945), (A8Gason
1985), V72 (Vennemann 1972). | would like to th&knnar Hansson for discussions of the Icelandia.dat

' The pattern shown in (36) is incomplete. Not apedl/here are [sr] clusters, which syllabify as tsgéth vowel
lengthening even though they have a sonority risebdhat should be acceptable. See Gouskova (Z002n
analysis that ties the pattern to the preaspirdtots.
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(37) Icelandic: short vowels
¢'p.li ‘apple’ (+5) V72
¢kla ‘lack  (+5) V72
q't1a ‘intend’ (+5) E45

This difference in syllabification is due to the higher ranking oE&NGV in Icelandic:
here, it dominates *BT+5, whereas in Faroese, the opposite ranking holds. Given an input with
a long vowel followed by a consonant sequence with a sonority rise of +5 or lowerrtiaar
will select the short-vowel, heterosyllabic cluster candidate as dptish@rtening the vowel
and parsing the C.C sequence as heterosyllabic is a better way toSatRfgnd MLONGV
than keeping the vowel long and parsing both consonants into an onset. An input with a short

vowel and the same consonant sequeirbe/, will map to the same outputp.l1], differing
only in its faithfulness violations.

(38) Stop-lateral clusters permitted in Icelandic

/e:phh/ STRESSTO-WEIGHT | NOLONGV | *DIST+5 | IDENT-LENGTH
a.w=ep.lr * 5 *
b.e:.p i |

d.e.p'ln *! | *

By transitivity, NoLoNGV dominates all of the constraints ranked belowst®5, so sequences with less

marked degrees of sonority riseg{[ja] ‘to choose’) or with sonority fall (fekr.gyr] ‘dwarf’) are also
heterosyllabic.

On the other hand, an input with a consonant sequence that has a higher sonority rise
must surface with a long vowel and a tautosyllabic onset cluster regardiessspbit vowel
length. This is because t&r+6 and *DsT+7 dominate IMLONGV, just as they do in Faroese:
long vowels are tolerated just in case the alternative is a very high dégeterosyllabic
sonority rise (see (39)). Tableau (39) shows how the optimum is selected for anith@aut w
short vowel. An input with a long vowel will also map to a long-vowel, tautosyllabiceclust
candidate but will do so without violatinQeNT-LENGTH.

(39) The highest degrees of heterosyllabic sonority rise banned in Icelandic

lakrar/ SIRESSTO- | *DIST+7 | *DIST+6 | NOLONGV | *DIST+5 | IDENT-LENGTH
WEIGHT |

a.=a: Krar * *

b. dk.rar *| :

c. a.Krar *| !

The complete ranking for Icelandic is shown in (40). The two highest degrees of
heterosyllabic sonority rise are prohibited and avoided through vowel lengtheningirzut r
sonority is otherwise tolerated in heterosyllabic clusters as long asel#ogs not exceed +5.
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(40) Icelandic summary ranking

*DIST+7 SRESSTO-WEIGHT

*DIST+6

NOLONGV
/\

IDENT-LENGTH *DIST+5
*DIST—7

Thus, Icelandic and Faroese both allow sonority to rise from a coda to the rfigllowi
onset, but they differ in the degree of the rise they tolerate. This sort of miatimvais
straightforward in the relational hierarchy theory of SCL, which usesceetBshierarchy of
categorical constraints rather than a single gradient constrainstagaterosyllabic sonority rise.
In the Complex Constraint theory of SCL, the constramit NGV can only be ranked above or
below the single constraint, so small distinctions of the sort found here cannotwedapt

4.2.3 An alternative analysis of | celandic: onset sonority

Before moving on to the next case study, | would like to briefly addresseanadive
analysis of the Icelandic facts: the onset sonority distance analysis.

(41) Alternativeanalysisof Icelandic: The relevant constraint is on permissible onsets.
NoCoDA interacts with the onset sonority distance constraints. If the sonoriig rise
higher than +5, the sequence is syllabified as a complex onset, violating adowed-
onset sonority distance constraint. If the sonority rise is +5 or lower, thergtuste
heterosyllabic, violating NCODA.

This analysis is sketched out in (42). An underlyingly Iong-vowejqaﬁlil surfaces with a
shortened vowel and a heterosyllabic parse, because an onset cluster camndidabave too
high a sonority rise (+5). An underlyingly short-vowelecfSka/ must surface with a

lengthened vowel and a tautosyllabic onset parse, because this avoids a codaiesdrre
acceptable high rise onset cluster:
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(42) The Onset Sonority Distance analysis of Icelandic

1e:p"i/ *ONs | NoCopA | NOLONGV | ID-LENGTH | *ONs
DIST+5 i DIST+6

a. '@ehp.li * * :

b. e:.p'li *| %

Iskop'ra/

c.=sko.p'ra * = 5

d. sk'p.ra %]

As it turns out, this analysis has to be quite a bit more complex than this. Icelandic has
onset clusters with a sonority rise of +5 or less in word-initial position, asnsinoi3).
Medially, such onsets are tolerated, as well, as long as the consonant sequenesléipy a
workable coda (see (44)).

(43) Word-initial onsets in Icelandic (Einarsson 1945)

Klizva ‘climb’  graya ‘todraw’  flaska  ‘bottle’ njou:tha  ‘enjoy’
plata  ‘plate’  gvergyr ‘dwarf fious  ‘cattle’ mjodlk  ‘milk
bla:d ‘leaf’ djce:vyt] ‘devil’ fru: ‘Mrs.’ ljiou:t(Myr ‘ugly’
bre'k:a ‘slope’  ska:p ‘temper’ rju:Kja ‘smoke’ strau: ‘straw’

(44) Medial onsets in Icelandic (Einarsson 1945)
av.geida ‘help, dispatch’ anaika ‘sleepless’ “1dra ‘trap’
hel.drt ‘notable (compar.)’  1n.Jt timber (dat.)’

In the SCL analysis, what matters is the sonority distance between thantbttee first
consonant of the onset, scl[dri] is correctly predicted to surface with an onsettetuOn the other
hand, without additional provisions, the onset sonority analysis incorrectlyisréuat /eldry/

should syllabify as *[Hd.r], since the alternative (and the actual winnet)dinij hasthe marked
sonority rise of +5, and ®CoDA does not distinguish the candidates:

(45) Three-consonant clusters are predicted to syllabify incorrectly

/heldry/ *ONS | NOCoDA | NOLONGV | ID-LENGTH ! *ONS
o DIST+5 | DIST+6

a. 6" hel.dr (actual winner] ™! * :

b. =held. *

This problem can be circumvented by appealing to a constraint against complexadodas (
again is routinely violated in Icelandic—witness [Wiljd and [dce:vytl]). Similarly, word-initial
onsets that violate *@DIsT+5 can be explained away by appealing to faithfulness. While such
extensions will eventually produce a workable alternative to the SCL anahey seem to miss
something. A very relevant aspect of the SCL analysis is that the first aiintbenants in
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contact ismoraic—there is straigthforward evidence for this in the phonology of Icelandic and
Faroese. This central point is all but lost in the onset sonority analysis.

To summarize, the Icelandic and Faroese case studies demonstrate thre@ lpeiimst
point is that SCL is distinct from onset sonority distance; while onset sonorapchst
constraints are undoubtedly active in these languages, they are not relevatitircinster
syllabification. The second point pertains to split stratum behavior. In feardéslusters
deviate from the pattern followed by other stop-lateral clusters, but tlenraghis is an
independently motivated constraint against coronal stops followed by laterdisa@uaniform
patterning is a direct consequence of constraint violability in OT.

The third point relates to threshold effects. What distinguishes Icelandiddacoese is
the ranking of a markedness constrair@LNNGV, relative to the *DsT hierarchy. This small
difference in the patterns of medial consonant syllabification and voweh&igy of these
languages cannot be modeled with a unary gradient constraint that prohibitsylietecos
sonority from rising “too much”— such a constraint can only be ranked betdvoNGV or
above it, which does not give us the necessary power to analyze these fine-gréametbdss

4.3 Sidamo: a minimum on sonority drop
4.3.1 Introduction: the Sidamo pattern

The Sidamé case study continues the theme of threshold effects. Sidamo is a strict
CV(C) language that does not have tautosyllabic clusters, so unlike Iceladdtamese, it does
not have the option of resyllabifying two consonants into a complex onset. Insteadpohbj#eti
consonant sequences surface unfaithfully: the two consonants either mezatheszimilate
into a single geminate.

The alternations discussed here occur in verbal paradigms, which include obsitiznt-i
suffixes such as -tanpdinonni and nasal-initial suffixes such as -noand -nemmoThe
patterns, exemplified by the data below, can be summarized as follows:

(46) Generalizationsfor Sidamo

* Sequences with a sonority drop of +2 or better surface faithfully /[t/t], /nt/ - [n.1].

» Where possible, non-conforming clusters undergo metathesis: fimt], /sn/ - [n.s].

* In all the cases where metathesis cannot improve the sonority, sequences witityadsopor
of +1, flat sonority (0) or a sonority rise become geminates:/fif.f], /In/ - [L.I].

» Gemination preserves the features of the root coda, not the onset:[lIf}/ *[n.n] .

I Sidamo is a Highland East Cushitic language spaké&ithiopia. The sources consulted are Moreno 1Bé@der
1976, Gasparini 1983, Vennemann 1988, Rice 1998s6tu1995. Hume 2002 analyzes Sidamo metatheais as
way to enhance the perceptibility of the nasal thiedstop, making no use of SCL.
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For the reader’s convenience, sonority distance is indicated next to each input and output
form, except for geminatés.

(47) Sonority drops more than —2: just place assimilation (Moreno 1940)

/mac-t6ti/ (-5) ma.toti (-5) ‘don’t go’
[ful-te/ (-5) ful.te (-5) ‘your having gone out’
/qgaram-tino/  (—4) garan.tino (-4) ‘she worried’

(48) Sonority rises: metathesis

/duk-nanni/  (+4) dg.kanni (-4) ‘they carry’
/huff-nanni/  (+4) hunfanni (-4 ‘they pray/beg/request’
/has-nemmo/ (+3) han.semmo (-3) ‘we look for’
/hab-nemmo/ (+2) ham.bemmo (-2) ‘we forget’

(49) Sonority drops less than —2 or is flat: gemination

[af-tinonni/  (-1) affinonni (—) ‘you pl. have seen’
lelli {-to6ti/ (-1) lelliffoti (=) ‘don’t show!’
[ful-nemmo/ (1) fullemmo (—) ‘we go out’
/um-nommo/ (0) ummommo  (—) ‘we have dug’

4.3.2 Theanalysisof Siddamo

Sonority must drop at least 2 points in Sidamo. If input sonority rises, metathess occur
Whenever metathesis fails to produce the necessary improvement, geminatpayisdle
instead. This is a conspiracy in the sense of Kisseberth 1970: several proceksegetioer to
avoid a single flaw, that is, a marked sonority profile. In Optimality Theory po@cges of this
sort are analyzed as the conflict of several faithfulness constraints deenlayathe same
markedness constraint(s).

The Syllable Contact hierarchy interacts with the constraints agagtathasis
(LINEARITY) and gemination ENT-F, *GEMINATE). The relevant constraints are defined below.

(50) LINEARITY: “No Metathesis”
S, is consistent with the precedence structure,pésd vice versa.
Let x, yIS; and x', yUS,.
If x O x"and yO y', then x <y iff-(y' < x'). (McCarthy and Prince 1995)

(51) Constraints against gemination:
IDENTRoor[F] ROOt correspondents are identical in their specification for [F].
IDENT[F] Correspondents are identical in their specification for [F].

22| assume that true geminates are single segmedtara therefore not evaluated by cluster consgralior further
discussion of geminates, their representation &ot@ogy, see Kenstowicz and Pyle 1973, Scheinsdedade
1986, Hayes 1989, Tranel 1991, Davis 1999, Keep199
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e
V
*GEMINATE: No segment is both moraic and non-moraic: * x

Sidamo alternations resolve the conflicts between these constraints: wisiéeptise relatively
low-ranked UNEARITY is violated to meet the sonority drop requirement. Wherever metathesis
fails to reduce the markedness of the cluster, the higher-ranked consgyaintt gemination

must be violated. Since neither vowel epenthesis nor consonant deletion are attestegbhe
and Max are not dominated by any of the relevant constraints.

MetathesisFollowing Horwood 2002 and McCarthy 2003b, | assume that morphemes
are linearly ordered with respect to each other in the input, so metathesis ehtsefyjom
different morphemes violateSNEARITY. Forms like [hamb;emmo] are underlyingly /hab
nemmo/**

Constraints against rising sonority (d3+7-*Di1sT+1) compel metathesis by dominating
LINEARITY. The obstruent and sonorant swap places, and the resulting output has dropping
sonority (at the expense of a faithfulness violation). Tableau (52) only showBthat2
dominates INEARITY, but all the higher-ranked BT constraints also dominate it through
transitivity. Any sequence with rising sonority will metathesize.

(52) Metathesis for rising sonority: 1®r +2>> LINEARITY

/hab-n,emmo/ *DST+2|LINEARITY

a.=ham.b;emmd *

b. hal.n,.emmo *

Gemination Metathesis cannot improve forms with flat sonority in the input, and it
actually makes things worse for falling sonority inputs: /af-tinonanjaffinonni], *[atfinonni].
Their sonority violations are instead resolved by gemination:

23 Vowel epenthesis is actually attested in the seomtext in the closely related Cushitic languagesaBa and
Burji (Bender 1976); Sidamo also has epenthedisrae-consonant clusters, which are not analyzesl ¢iace the
positioning of the epenthetic vowel is controlleddther factors (e.g., /kaato/ — [ka&klito] ‘let her help’). For
analyses of similar patterns in Cairene Arabic @hdha, see Broselow 1992, Rose 2000a.

24 Other analyses are also possible. McCarthy ant®d993 argue that morphemes are unordered uimdgyly
and that their relative position in the output isatter for violable gradient alignment constraiisise McCarthy
2003b, Yu 2003 for critiques of the gradient aligmmhanalysis). Under the unordered input analysis,
[ham,.b;emmo]does not undergo metathesis at all bechusmed the nasal were never ordered to begin with. Th
unfaithful mapping /hab, nemmeo/[ham.bemmo] violates only@TIGUITY. This analysis would have to explain
why the reordered consonants are adjacent to ébheh-eunlike LNEARITY, CONTIGUITY cannot penalize long-
distance metathesis (e.g., /duk-nanwi[nud.danni]) without some additional mechanisms, e.gcharning
constraints.
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(53) Gemination for flat and dropping sonority: 18D-1>>IDENT[F],*G EMINATE

/af-tinonni/ *DIST-1 IDENT [F] | *GEMINATE
a. af.tinonni *1 ;
b. ==af.finonni * ; *

The direction of assimilation is progressive: the root coda and the affixlms®ne a
geminate with the features of the root consonant. The direction of assimilatioaffec of
Root faithfulness (McCarthy and Prince 1995, Beckman 1998): the features of a root sbnsona
are preserved at the expense of the features of the affix consobamtr{h: breaks the tie
regardless of its ranking in this tableau, so it is separated by a double line.)

(54) Feature alternation affects affix, not root: the effecbbltroor[F]

/af-tinonni/ *DISTO | *DIST-1 | IDENT[F] | *GEM | IDENTgooF]
a. af.tinonni *| i

b r==af.finonni * b

c. attinonni * B *|

This ranking explains why sonority sequences in Sidamo may be more markedantsd&ly
search of Gasparini's (1983) dictionary revealed that sonority may drop only lhwoft#t, or
even rise root-internally:

(55) Restrictions on heterosyllabic clusters lifted in roots (Gasparini 1983)

maz.mure (+1) not *man.zure (-1) ‘psalm’

mes.mara (+3) not *men.sara (-3) ‘line’

sir.pa 1) not *sira (—) ‘self-respect’

hul.ma (1) not *hulla ‘to hit with a fist/stick’
mas.fata (0) not *mas.sata ‘to mock’

These patterns arise from Root Faith dominating the relevast tbnstraints: both

IDENTRoor[F] @and LINEARITY roor Must dominate at least ¥®r+3 to permit [mes.mara] to surface
faithfully rather than as *[men.sara] or *[mes.sara]. Metathesis appligsat the boundary with
a suffix, where it does not affect the precedence structure of the root. Gemiikatvise

cannot affect any root segmenits.

In principle, gemination could be used across the board, but it isn’t: /has-nemmo/
hypothetical *[has.semmo]. This is because constraints against gemination ddrmeareTy,
so gemination is employed only when metathesis fails.

5 As a reviewer correctly observes, this high raglofroot faithfulness predicts that in prefixedrfcs,
assimilation should beegressiveather than progressive. | have found no prefireSidamo, but such bidirectional
assimilation is found in the related Cushitic laage Harar Oromo (Owens 1985).
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(56) Metathesis is preferred to geminatiaveNT [F], *GEM >> LINEARITY

/has-nemmao/ deENT[F] *GEM LINEARITY
a. has.semmo *1 i *
b. =han.semmc | *

Non-uniform stratum patterningNot all sequences with the sonority drop of +2 are
acceptable. This point was anticipated in 84.1: just because two sequences have the sam
sonority profile does not necessarily guarantee that they will be equalgrked in a given
language—non-uniformity is predicted in OT. Thus, in Sidamo, underlying voicedessce
obstruent sequences surface as geminates (see (57)). This gemination is reat veqg@r the
ranking of *DIST constraints, but it is required by the high-ranking constragRexV OICE
(Lombardi 1999).

(57) Voiced-voiceless sequences surface as geminates

/hab-tdi/ (-2 habbt (—) ‘don’t forget’
lag-ta/ (-2) aggu (—) ‘she drank’
/amad-tino/ -2) amaddino (—) ‘she took’

These forms undergo gemination rather than just voicing assimilation becaebe me
assimilating in voice does not get around the SCL violation: /tidbannot surface as *[halftjo
because *[habipviolates *DiST 0, so /hab4i’ must map to [hablpinstead.

Another sequence that patterns differently from the rest of the —2 stratuni(see
(58)). I assume that it violates another markedness constraint. This could begeferal
constraint such as OCP[sonorant] or something that more specificallytesikgainst the rhotic-
nasal sequence. There is reason to think that a prohibition against [rn] is necessa
independent grounds: in Russian, for example, onset clusters like [rt] and [In]rarggquebut
[rn] is not. The sequence of a flap followed by a nasal may therefore be markeliessgaf its
syllabic position (cf. Pater 1999, Steriade 1999b).

(58) Rhotic-nasal sequences surface as geminates
/mac-nonni/  (-2) marronni (—) ‘they went out’

It should be emphasized, however, that generally, sequences with the same pofoety
pattern as a class in Sidamo. Thus, [f.t] and [l.n] both undergo gemination, even though the
segmental content of the two clusters is quite different. Sequences frorméhe@aority

stratum are expected to pattern as a class unless other constraints dibrmireleyant *DsT
constrainf®

% An anonymous reviewer suggests that SCL isn’tveglein Sidamo and that all of the alternations loan
attributed to ©DACOND (Ito 1986, Ito and Mester 1994, 1998bpEACOND is typically understood to prohibit
place features from exclusively linking to a codasonant. While it is true that coda consonante&fly agree in
place with following onsets in Sidamo (modulo (5%)pDACOND as defined by Ito (1986) cannot do all the work
because it fails to explain tls@norityrestriction on medial clusters: the coda must bereorantinked in place to
the followingobstruent(*[l.n], v[l.t]; both agree in place). In fact, one of thesnthorough treatments of
CoDACOND in OT, Ito and Mester (1994), reinterpretsACOND as a set of constraints that require certain featu
to be aligned with certain syllable edges; the siynpart of it is then understood to be a sepafiié-like
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To summarize, Sidamo employs two different processes to avoid coda-onset sequence
with rising sonority, flat sonority, or a sonority drop of less than 2 points. The symamking
is given in (59). The sonority threshold effect obtains because tisg f@rarchy is interrupted
by Faithfulness:

(59) Sidamo Ranking:
*DIST+7 AGREEVOICE

*BT-1
|

| e

/\
LINEARITY *DIST-2
*DiIsT-7

4.3.3 Comparison with the Complex Constraint account

Sidamo not only requires sonority to drop but puts a language-specific minimum of —2 on
it. This is evidence that SCL cannot be expressed as a single constrainbgespnority to drop
maximally, e.g.0CONTSLOPE (as in Bat-El's definition in (60)). If there were only one or two
relevant constraints, we would expect the alternations to @fgginsonant sequences, since the
best contact is no contact (a vowel-consonant sequence or a geminate).

(60) oCoNTSLOPE The greater the slope in sonority between the onset and the last segment in
the immediately preceding syllable the better. (Bat-El 1996)

To show how the Complex Constraint theory fails for Sidamo, let’s consider how the
system works. It is not obvious from the definition in (60) WONTSLOPE assigns violation
marks, since it is stated as a preference rather than a requirement otiprottbr
concreteness, | will assume that the constraint can assign from zero to 15assuksing an 8-
point sonority scal&’. The greater the sonority drop of a sequence, the fewer marks it incurs.
BecauseyCONTSLOPEis a unary constraint, however, as soon as it is ranked above Faithfulness,
it in effect requires sonority to drop maximally.

As shown in the tableau below, the constraint simply cannot regulate the degree of
sonority drop to a minimum of —2 but not more, which is what we need for Sidamo. The ranking
correctly selects a geminated output for inputs with a sonority drop of less than -2, but it

constraint. This view is compatible with the apmio@resented here. Beckman 2004 furthermore atbaésven
the place feature aspect cb@ACOND is unnecessary and suggests that SCL, positiaithfdlness, and the place
markedness hierarchy can reproduce all of the tsffefcGoDACOND.

! Bat-El (1996:303) describes the evaluation oflatee constraint, 8L CONT, as “subtracting the sonority degree
of the onset from that of the preceding segmenmt,the result is subtracted from the highest sopdegree, in this
case 5.”
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incorrectly predicts that inputs with greater sonority distances shouldmgetaged as well.
Thus, [ful.te], which is an actual winner in Sidamo, cannot be distinguished from *[ful.l&l whi
is a loser.

(61) oCoNTSLOPE cannot distinguish degrees of sonority drop

fful-te/ 0CONTSLOPE | IDENT[F] | *GEM
a.# ful.te (actual winner) *|Hx |
bs=ful.le (predicted winner * B
[ful-nemmo/ )

c. ful.Lnemmo K [ekok .
d.=ful.lemmo L x

It would not help to redefineY&L CONSLOPEas simply a requirement for sonority to drop
categorically rather than maximally (see Davis 1998, Rose 2000c). Thipreewts that
anything other than rising or flat sonority is sufficient, which is again notabe io Sidamo—
sequences with flat sonority and with a sonority drop of -1 (e.g., *[ful.nemmo]) aredisall
In short, neither approach is powerful enough to explain the Sidamo pattern. Only a fair
detailed hierarchy works for languages like Sidamao.

Thus, the Complex Constraint theory encounters a major difficulty in dealihg wi
threshold effects—because the unary constraint can only be ranked above or blpthd-ai
theory cannot describe differences between Icelandic and Faroese or peavieiation from
overapplying in Sidamo. A similar challenge is presented by Kazakh and.Kirgiz

44 Kazakh and Kirgiz

4.4.1 Introduction

On the continuum of relational requirements for heterosyllabic clusteranttelis the
most lenient of the languages considered here, Faroese less so, and SidamcstsimgtTd.
The next two case studies examine Kazakh and Kirgiz, which demarcate fughesrsdef
stringency. These two closely related Turkic languages have the sardri8€H_process of
onset desonorizatiofi put they differ dramatically in the circumstances under which they deploy
this process. In Kazakh, onsets desonorize after a consonant of equal or lowey bahoat of
higher sonority—sonority may not rise or be flat. In Kirgiz, onsets desondrezeany
consonant: not only may sonority not rise or be flat, it must actually drop. Thisediféers
straightforwardly captured in the relational hierarchy theory of Séithftilness is ranked
higher in Kazakh than in Kirgiz.

4.4.2 Kazakh: noflat or rising sonority

4.4.2.1 The pattern of Kazakh

28 Turkic languages have a rich array of affix aleions, not all of which are due to SCL. See Babrtmd Davis
2001 for a recent cross-Turkic survey of thesemdtions.
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The Kazakh pattern was recently analyzed by Davis 1&zakh is a (C)V(C)
language, so any pair of medial consonants must be syllabified as a codsegnseice. In
suffixation, the suffix is parsed faithfully whenever its onset is less aohtiran the coda, but
nasal and lateral onsets become obstruent whenever they are more sonoranptieaedirey
coda. The following generalization is true of Kazakh:

(62) Generalization: Rising or flat sonority in Kazakh is avoided by changing the suffix onset
to an obstruent, but all degrees of sonority drop are tolerated.

The relevant facts of Kazakh are presented below (see also (66) for argushtha data
in paradigm form). Onset sonority is unrestricted word-initially, intervoaly, or following
codas of higher sonority:

(63) Kazakh onsets, word-initially or after vowels (Davis 1998)

Ki.jar ‘cucumber’ al.ma.lar ‘apples’
konywiz ‘bug’ sy.jek ‘bone’
mu.rin ‘nose’ al.ma.ga ‘apple+direct’

When a consonant-initial suffix is added to a base that ends in a consonant of higher, sonority
there are no alternations. When the suffix /-ga/ is added to a word that ends inessoicel

obstruent, it assimilates in voicing (as in /syjek-ga[syjek.ke], *[syjek.ge]):

(64) Kazakh onsets after codas of higher sonority: no desonorization (Davis 1998)

/mandaj-ga/ mandaj.ga (-5) ‘forehead +direct’
/kijar-ga/ kijar.ga (+4) ‘cucumber+direct
/mandaj-ma/ mandaj.ma (-3) ‘foreh.+interrog.’
/kol-ga/ kol.ga (-3) ‘hand+direct’
/mandaj-lar/ mandaj.lar (-2) ‘foreheads’
/kijar-ma/ kijar.ma (—2) ‘cuke+interrog.’
/murin-ga/ murin.ga (-2)  ‘nosetdirect
Ikijar-lar/ kijar.lar (-1) ‘cucumbers’
/kol-ma/ kol.ma (-1) ‘hand+interrog.’
/kogwiz-ga/ kouz.ga (1) ‘bugtdirect
Isyjek-ga/ syjek.ke ) ‘bone-+direct’

When the suffixes /-lar/ and /-ma/ are added to bases that end in codas of equal or lower
sonority, the onset desonorizes to a stop. The stop agrees in voicing with the preceding
consonant; affix-initial stops are voiced after sonorants but not after voiobletssents.

(65) Kazakh nasal and liquid onsets desonorize after codas of equal or lower sonority

/kol-lar/ (0) kol.dar (-3) ‘hands’
/murin-ma/ (0) mu.rin.é (-2) ‘nose+int.’
/murin-lar/ (+1) mu.rin.dr (-2) ‘noses’

%% See also Laptev 1900, Bekturova and Bekturov T80@escriptions of the language.
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/koguiz-lar/ (+3) kogwz.dar (-1) ‘bugs’
/konwiz-ma/ (+1) kaquz.ba (-1) ‘bug+int.
/syjek-ma/ (+4) sy.jeks (0) ‘bone+int.’

Something that bears highlighting is that flat sonority is not banned outright ikliKaza
[syjek.pe] and [syjek.ke] are acceptable but *[murin.ma] and *[kol.lar] are noll. angue that
the flat sonority stratum of the relational scale exhibits split behaviobleesrise, given the
nature of the Kazakh repair of choice (desonorization), [syjek.pe] is the bastdoc

The data are summarized in the paradigm in (66):

(66) Syllable Contact in Kazakh (Davis 1998)

Unsuffixed Plural /-lar/ Yes-no Q /-ma/ Diregal Gloss

alma alma.lar alma.ma alma.ga ‘apple’
mandaj mandaj.lar mandaj.ma mandaj.ga ‘forehead’
kijar kijar.lar kijar.ma kijar.ga ‘cucumber’
kol kol.dar kol.ma kol.ga ‘hand’

murin murin. cr murin.la murin.ga ‘nose’

koguiz kayuiz.car kayuz.ba kayuz.ga ‘bug’

syjek syjeker syjek.p syjek.ke ‘bone’

4.4.2.2 Analysis of Kazakh

In Kazakh, just as in Sidamo, the i hierarchy interacts wittDENT [F].
Desonorization is the only process that applies to inputs with flat or rising coéliasonsrity.
The lack of epenthesis and deletion is due to the high rankingrarial MAX: consonants are
not deleted and vowels are not epenthesized, so desonorization is the only way to fix the
offending sequences.

The alternations apply because the constraint against flat sonornsy,G:-Ddominates
IDENT [F]. All of the configurations with more marked sonority profiles, i.e. with risiagority,
will desonorize as well since constraints against them universally domDiste0:

(67) Desonorization for inputs with flat and rising sonority*D.IsT 0>> IDENT [F]
*DIsT+3 | *DIsT+2 | *DIsT+1 | *DISTO | IDENT[F]

equal a. kol.lar *

/kol-lar/ bs kol.dar *

equal C. murin.ma *1

/murin-ma/| ds== murin.ba *

rising e. murin.lar *1

/murin-lar/ | f.== murin.dar *

rising 9%  Kkoguz-dar *

/kogwiz-lar/ | h. koguuz-lar *|
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Unlike Sidamo, Kazakh does not accept [l.I] medially. The reason for this is ttjhl]the
sequence is not a geminate in Kazakh (in other words, it is a fake geminata)at@ésmust be
categorically ruled out in Kazakh due to the high ranking #M@ATE, so a real geminate
representation is not available to surface forms. Fake geminates violat®*Bince they are
actually sequences of two consonants. Because of this, underlying identical consenants
required to dissimilate. The contrast between Sidamo and Kazakh is not new or uhatieste
Schein and Steriade 1986 on Tigrinya and Tiberian Hebrew.

It is invariably the affix consonant that undergoes alternations. Just as inoSttesms
an effect of high-ranking Root Faithfulness; the root consonant maps faithfullpexadftix
consonant desonorizes.

(68)  No alternations in the rooDENTRroor{F]

/kol-lar/ | IDENTroor[F] | IDENT[F]
a. koj.lar *| *
bs= kol.dar i *

IDENTRoor[F] Mmust be ranked at least abovel$D+5 in Kazakh, because sequences with rising
sonority (which are not permitted at the root-suffix boundary) are tolerated ioahevitness
[dip.lom], *[dip.tom] ‘diploma.” Thus, more marked structures are tolerated root-internally than
at the root-suffix boundary, just as in Sidamo (recall (35)).

It is significant that alternations do not apply in Kazakh in many situations wiesre
sonority profile of a sequence could in principle be improved. This is predicted agatygis.
If [kijar.lar] surfaced as *[kijar.dar], sonority drop would be greater than —1 anefdine the
output would be less marked with respect to thestDierarchy. The reason [kijar.lar] maps
faithfully is because a sonority drop of —1 is sufficieneNT [F] crucially dominates the *BT
constraints against greater sonority drop. Thus, the configuration [r.I] iateadeand sonority is
not improved to [r.d] or [r.n], because the constraint against [r.I5T™BL, is dominated by
IDENT[F]:

% An anonymous reviewer challenges theNTr.-[F] analysis, pointing out that rosbwelsdo harmonize in
Kazakh. Vowel harmony and desonorization are cotefyléndependent, however. Kazakh and Kirgiz raots
unmarked with respect to vowel harmony constrdietsause the vowel harmony markedness constraintgete
faithfulness to root vowels. The ranking of faitlmeiss constraints to root vowels does not depernti@manking of
faithfulness constraints to root consonant featuaed neither does the ranking ofi8D constraints depend on the
ranking of vowel harmony markedness constraints.
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(69) Input with a sonority drop: no alternations

/kijar-lar/ | IDENT[F] | *DisT-1 | *DIST-2 | *DIST-3 | *DIST-4
ars Kijar.lar *
b. kijar.dar *1 *
C. kijar.nar *1 *

/kol-ma/
d= kol.ma *
e. kol.ba * *

It is predicted that Kazakh alternations will not go as far in “improving” beydiabic
sonority as is in principle possible. Thus, devoiciny[kml.tar] or *[murin.pa] (instead of the
actual [kol.dar] and [murin.ba]) would achieve a greater sonority drop (-5 and -4, re$pective
since it is assumed here that voiceless stops are less sonorant than voiced ongsiciing de
option is not pursued because®EEV OICE requires the obstruent to agree in voicing with the
previous consonant. Thus, higher-ranked constraints override the preferences a$the *D
hierarchy, as is expected in OT.

Finally, one class of sequences that systematically violate the droppingysono
generalization in Kazakh are obstruent-obstruent sequences. In geniesahdiaty is
dispreferred in Kazakh: /murin-ma/ becomes [murin.ba], and /kobémdmes [kol.dar].
However, flat sonority is found in Kazakh in a small set of cases: /syjek-lpg omo
[syjek.ter] (witness also /syjek-ga/[syjek.ke]and /syjek-mals [syjek.pe]). The only way to
improve on this, given the ranking of faithfulness constraints in Kazakh, is to epeatbesi
delete, which would violate the high rankeddand Max. As it is, [syjek.ter]s the best
possible output:

(70)  Stop-stop as flat sonority
Isyjek-ler/| DEP | MAX | IDENTroofF] | *D1sTO | IDENT[F] | *DisT1
ars  syjek.ter * *
b. syjej.ter i i *1
C. syje.ker A
d.  syjelo.ter| *!

To summarize, in Kazakh, suffix onsets desonorize whenever necessary and only when
necessary to achieve a sonority drop of —1. All rising and flat sonority dulstgrcan be
avoided are avoided, and no attempt is made to maximize sonority drop. In fabisitaser
feature of Kazakh alternations that moved Davis (1998) to proposeGbaSLOPEis not
gradient but categorical, i.e., a mere sonority drop is sufficient and need notibemax
(compare this with the definition in (60)). An examination of evidence from sialtiermations
in Kirgiz, however, reveals that this is not universally true—some languagesjuire sonority
drop to be maximal.
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4.4.3 Kirgiz: going for maximum sonority drop

Kirgiz is closely related to Kazakh, but its sonorant-initial affixes, sad¢heplural /-lar/
and the objectiv@ /-nu/, surface faithfully only after vowels. Thus, sonorants become obstruent
in a broader range of environments than in Kazakh. The generalization over Kirgiataites is
simple:

(71) Generalization: Suffix-initial sonorants in Kirgiz become obstruent after any consonant.

The data exemplifying this generalization are given in (72). The only environvheng affix
sonorants surface faithfully is after a vowel; in all other environments thepaléze to a stop
with the same place of articulation (coronal for both of the paradigms in (72)yoidueg of the
obstruent must match the voicing of the preceding consonant, so after sonorants and voiced
obstruents the affix-initial stop is voiced but after voiceless obstruentgoitcisless.

(72) Alternations in Kirgiz affixation (Hebert and Poppe 1964, Kasymova et al. 1991)

Plural /Har/ Objective /nu/ Gloss
too too.lar — too.nu — ‘mountain’
aj aj.cr -5 aj.dx -5 ‘moon’
kar kar.cr —4 kar.d1 —4 ‘snow’
rol rol.dar -3 rol.di -3 ‘role’
atan atanat —2 atank —2 ‘gelded camel’
taf td.tar -1 tétw -1 ‘stone’
konok konokar 0 konokil 0 ‘guest’

Just as in Kazakh, suffixes that are obstruent-initial after vowels arelsfruent-initial after
consonants:

(73) Obstruent-initial suffixes agree in voicing but there are no other change

/koldo-ba/ — koldo.ba — ‘don’t support’
/ber-ba/ -4 ber.be -4 ‘don’t give’
I3az-ba/ -1 3zaz.ba -1 ‘don’t punish’
/ket-ba/ +2 ket.pe 0 ‘don’t depart’

The difference between Kirgiz and Kazakh is due to the lower rankimgwef [F] with
respect to the *IBT hierarchy in Kirgiz. From the Kirgiz data, we know thaENT [F] must be

ranked at least below 3B1-3, because /aja/ maps to [a].di]. Recall that, just as in Kazakh,

the onset obstruent must agree in voicing with the preceding consonant for voicinglusp [a
beats the competing candidate *[ajton AGREEVOICE even though the sonority drop is steeper
in *[aj.twy].

3 Ideally, we would want to examine a suffix cogniat¢he interrogative-ma/of Kazakh. However, the
interrogative in Kirgiz is /-tu/, and as far as | know there are no [m]-initidfizes. The lack of [m]-initial suffixes
is consistent with the trend of nasals to desoroiihe reader is referred to Davis 1998 for furttiecussion.
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(74) Alternations maximize sonority drop

*DisT—1|*DI1ST-2|*DIST—3| IDENT[F] : *DIST—4 | *DIST-5
dropping| a. kar.lar * |
Ikar-lar/ | b. kar.nar *1 *oo
c.t= kar.dar o
dropping| d. aj.lar *| :
laj-lar/ | er= aj.dar * *
dropping|f. aj.nu " |
/aj-nuw/ g+ aj.du * *

In short, Kirgiz desonorization is a way to increase the sonority drop at theuffiwtsundary
within the limits of Kirgiz phonotactics and faithfulness commitments.

The constraint rankings for Kirgiz and Kazakh are compared in (75) and (75). Notice tha
the only difference is in the ranking @fgnNT [F], which is ranked lower in Kirgiz:

(75) Kazakh ranking Kirgiz ranking
*DisT+7 *DsT+7
*DIsT+1 {IDENTRooi[F], MAX, DEFR} *DisT-1
*DIsTO *DsT-3  {IDENTroot[F], MAX, DEF}
I DENT [F] IDENT [F] *DisT-4
|
*DisT-1 *DisT—7
*DisT-7

The case of microvariation presented by Kirgiz and Kazakh is straighttiywemalyzed in the
relational hierarchy theory of SCL. This comparison demonstrates thatgodges can vary in
the thresholds of acceptable sonority drop, supporting the view that SCL is indeediuakarc
and categorical.

Kirgiz and Kazakh also demonstrate the relational nature of SCL better tihappany of
the other case studies considered here. Onset and coda sonority is not restrictegblie, frut
onsets must desonorize in contact with certain (or all) codas.

5 Local conjunction of constraint hierarchies
5.1 Thetheory

This section addresses an alternative approach to relational requirémaérgsn many
ways similar to the current proposal: Local Conjunction of constraint hierartloies
Conjunction (LC) of constraints is a general schema for the organizatiasnah@t was
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proposed originally by Smolensky 1995 and has since been put to a variety of uses: dbain shif
(Kirchner 1994, Beckman 2003), opacity (Lubowicz 2002, Ito and Mester 2003), and syllable
structure constraints (Smolensky 1995, Baertsch 1998, 2002, Smolensky et al. 20G®) see al
Fukazawa and Miglio 1998, Padgett 2002, Fukazawa and Lombardi 2003 and McCarthy 2002a:
18-19, 43 for general discussi&iThe intuitive idea behind LC is that the accumulation of
markedness in a particular domain leads to greater markedness, so LArdsnsé@d out the

worst of the worst. For example, voiced fricatives (e.g., [v] or [z]) and clustennarked
independently, so a voiced fricative in a cluster is even more marked (hence #¥Iarg

marked in English whereas [#d [sl] are not (Smolensky et al. 2003)). LC is defined as

follows:

(76) TheLocal Conjunction of C; and C,in domain D, C,&C,, is violated when there is
some domain of type D in which both énd G are violated. (Smolensky 1995)

The LC approach to relational constraints (Baertsch 2002) conjoins the sonority
constraints on codas and onsets (repeated in (9)) in the domain of adjacent sesgm&Re) )
The resulting hierarchy comes with two kinds of universal dominance relationsingpsit ks
assumed that in any conjunction, conjoined constraints (epgT&*O NS/W]agj seg dominate the
unconjoined ones (e.g.pfT and *ONs/w). Second, specifically for the conjunction of
hierarchies, it is assumed that the ranking relationships of the originachiesaare preserved,
SO [*W/T&*O NS/W]agj seguniversally dominates [ T&*O NS/R]adj seg Which dominates
[* WT&*O NS/L]agj seg@nd S0 on (in this case, it is the ranking of th&:$® hierarchy that dictates
the result). Within a given “level,” though, no rankings can be established—thus, ingtendia
in (78), the constraints PT &*O NS/R]agj seg@nNd [*L/S&*O NS/W]agj se@re not ranked with respect
to each other.#/T dominates fvs, but *ONS/R is dominated by *Qs/w—so the conjoined
constraints are not rankable based on the original hierarchies.

(77) Coda (Mora) constraint hierarchy
*WT >SS*U/S>> *W/D >> * Wz >> *UIN >> */L >> ¥R >> *u/w

Onset Sonority constraint hierarchy
*ONS/W>>*ONSR>>*ONS/L>>*ONSIN>>*ONS/Z>>*ONS/D>>*ONS/S>>*ONS/T

(78) [* U/T&*O NS/ W] adj seg
[* WT &*O NS/R]aqj seg [*H/S&*O NS/W]agj seg
i i

[* H/T&*O NS/L] adJ seg [* H/S&*O NgR] adj seg [* H/D&*O NgW] adj seg

32 A variation on Local Conjunction is the self-congtion of constraints. This application of LC remsi a rather
different definition from that given in (76) andvill not discuss it further. For some applicatiarid_C to the
Obligatory Contour Principle, see Ito and Meste®@ Alderete 1997, I1to and Mester 1998a, SuzukB199
Fukazawa 1999; see also Legendre et al. 1998 ante8sky 1995 for the discussion of power hierasloieself-
conjoined constraints.

¥ Baertsch develops a more sophisticated theoryllafide structure that makes reference to spedsitions called
Margin 1 and Margin 2; | abstract away from thisttee purposes of the present discussion.
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As one can see from the partial diagram in (78), the LC hierarchy resdhletational
harmonic scale to which the & constraints refer. For example, the topmost constraint is
equivalent to *DsT+7, which militates against {t.w}. The next two constraints are similar to
*DiIsT+6 (or *{t.r, s.w}), as long as they are ranked at the same IeMak important point is
taken up in the next section.

Because both theories approach relational requirements as differentiasechinesrrather
than unary complex constraints, they are equally able to captusgistiegtypology of Syllable
Contact effects. They do diverge in their empirical predictions, however. lofstat how the
theory handles one of the central properties of relational requirementsrsindegrity. | then
lay out some general and well-known issues in the theory of Local Conjunction and tloeik at
implications for the problem of relational constraints.

5.2 Partially ranked constraints and stratal integrity

As one can see from the diagram in (78), LC and Relational alignment diffeirin the
treatment of strata. In the Relational alignment approach, the individual segjueadbe
relational scale (e.g., {t.r, s.w}) have no constraint status and they nevemémtankings.

What gets ranked are the™&\TuM constraints (e.g., *I3T), which refer to entire strata in the
relational scale. The upshot of this is that the strata are indivisible andoactesl to pattern as

a class except where independently motivated constraints interfere (& @), Faroese, AREE
VoICcE and DENT [F] in Kazakh, or *RN in Sidamo). The behavior of a stratum can vary across
languages, but the markedness of sequences inside a stratum is alway® thélsaespect to

the relational constraints.

LC, on the other hand, takes constraints as input and yields constraints as output. Objects
in the strata are constraints that can be interleaved with other constramgglet a language in
which Faith dominates all of the individual constraints on the first and second segraent of
onset cluster, so no consonants are banned from clustering. A Faithfulness contgraiipts
the stratum of the conjoined onset sonority distance constraints, admittingduhtanning
[zva], [gda],[ tka], [ywa], and all others:

(79)  *21Zo, *D1D2, *T1T2, *WiWo>SFAITH>S*NIN, {* T2 >> ... *Wo}, {* T1>> ...>>*w,}

This may seem like a simple and elegant way to deal with split stratum behavicarduue that

it is too powerful, since it predicts that strata can be split at random. Alonsidenking

shown above, the opposite ranking is also possible (see (80)), as is so languagexpeetedt e
to treat the same stratum in any way systematically (see (81)).

(80) *NN>>FAITH >>*zz, *DD, *TT, *Ww >> {* T, >> ... *Wy}, {* T1>> ...>>*Wy}
*7Z, *TT >> FAITH >> *NN, *DD, *WW >> {* T, >> ... "Wy}, {* T1>> ...>>*w4}

(81) Random stratum splitting under Local Conjunction
Language A Language B Language C
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*mna mna mna

zva *zva *zva
gda *gda gda

tka *tka *tka
ywa *ywa ywa

This is an odd situation—the very hierarchy that was designed to group sequehgdsntiital

levels of sonority distance into a class has the potential of arbitrarilgas@gahem. On the

other hand, the Relational alignment constraint that refers to [mna], [zva], and*[ga]0, is

a unary constraint and must either dominate Faithfulness or be dominated bynibt It is

necessarily predicted that [mna],[zva], and [gda] will pattern the saalelanguages (recall the
discussion of non-uniformity of stratum behavior in 84.1), but whenever they do not pattern as a
class, there are independently motivated constraints at play with tagaditegical predictions.

Distinguishing Local Conjunction from Relational alignment along these knes i
ultimately an empirical issue: if the markedness of sequences in the $atoaaestratum can
be arbitrarily reversed, then the Local Conjunction approach should be recahsideitas, all
of the examples in this work have reiterated the opposite claim: regardtbssnafture of the
segments that stand in relation, the sonority distance is the deciding maskiedt@s and all
deviations from it can be explained on independent grounds.

Apart from being an overly powerful theory of relational constraints, Locajudction
of constraint hierarchies must confront the same problems as any theosstiraea LC: freely
conjoining any two constraints and freely conjoining in any domain. These aneuakext.

5.3 Conjoining unrelated constraints

The schema in (78) does not impose any restrictions on what kinds of constraints can be
conjoined. There is a logical limit on LC: both constraints musiddablein the same domain.
For example, Brand Max cannot be conjoined fruitfully (Moreton and Smolensky 2002).
Despite this, even many workable conjunctions lead to problematic predictionsuizC999,
Lubowicz 2002, McCarthy 2002b, Padgett 2002, Fukazawa and Lombardi 2003, Ito and Mester
2003). The problems can be traced to the two variable parameters of the LC sheema: t
constraints to be conjoined and the domain.

Conjoining any two constraints freely sometimes produces odd results. For exampl
McCarthy 2002b constructs a hypothetical case that involves the conjunctomnofdack] and
NoVoicepOsBs in the domain of a syllable. Suppose the language has an independently
motivated umlaut process and has the rankipgNt[back]&NoVoicEDOBS]; >> IDENT[vOIce]
>> NoVoICcEDOBS. The result is obstruent devoicing only in the context of a fronted vowel:
/boti/ — [p6ti] but /beta/- [beta], /bota/- bota, and /botals [bota]. This pattern is unattested,
and such examples are easy to construct. Because of this, M&F conjunctioarsh@yrhost
controversial application of LC—Ito and Mester 2003 propose to rule it out altogetig&o
and Fukazawa 1997 likewise argue that constraints cannot be conjoined unless thetpliktong
samefamily. The “same family” dictum unambiguously rules out M&F conjunction: markedness
and faithfulness constraints clearly belong to formally distinct fandlfie®nstraints. Miglio and
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Fukazawa'’s proposal still allows for F&F and M&M conjunction, though, and even these
conjunctions can be problematic.

Fukazawa and Lombardi 2003 argue that the relatively innocent combination of
NoVoicepOBs and NDCoDA is to be ruled out for typological reasons, and tr@ATOND
should similarlynotbe derived by conjunction ofdCobDA and constraints on [place] (contra
Smolensky 1995). Appeals to “family” are less helpful here, sirm@d®A and NoVOICEDOBS
can only be distinguished on substantive (rather than formal) grounds. Other proposals for
restricting conjunction do not help here. Hewitt and Crowhurst 1996, Crowhurst and Hewitt
1997 propose that conjunction should be limited to constraints that share a fiiloruan,
argument; this requirement is satisfied in the problematic conjunction\ébMEDOBS and
NoCobDA (both are violated bgegmentis

These issues arise in conjoining constraint hierarchies, as well. Conjoiningxcbda a
onset sonority constraints makes sense intuitively: both constraints have sgretio with
sonority and syllable structure. The theory fails to define, though, in what sesse&dtmstraints
belong to the same “family” and what argument they share. The problem can béotiotass
how does LC detect, for any two constraints @anCthat they are related enough to be
conjoinable with each other but not with other constraints? How, for example, do we know that
*ONS/L can conjoin with f/T but not with @DACOND (defined trivially as *laBIAL CODA, for
example)? No existing theory addresses this directly. One could impose thiemeoptithat LC
can only apply to constraints that are derived from the same scales, but this abhslaeits
the much-touted generality and appeal of LC.

The approach presented here takes this on from an entirely different astgadl|of
looking at N as a set of primitive constraints and trying to define post hoc which corsstraint
are similar enough to be conjoined, constraints are built up systematioatlypfimitives:
Harmonic alignment creates pairs of scales, which then map to non-relatinsahmnts and
eventually to relational ones. The question of unrelated constraints never arsseselibere is
no LC in this view of ©N; relationships between constraints are established by operations on
scales, never by operations on constraints. Thus, the notion of “constraint fameges from
the present theory rather than being imposed on it. The challenge to the theorgasttallef
the proposed uses of LC in different terms; a body of research already ddebdim shifts
(Gnanadesikan 1997, opacity/derived environment effects (McCarthy 2002b), seadistt
2002, Fukazawa and Lombardi 2063).

5.4 Thedomain of conjunction

LC is a general schema in which the domain of conjunction is a variable pararhete
domain is typically understood to be a prosodic constituent (McCarthy 1999), though other
domains have also been called upon. For example, in using (self-) conjunction to account for
OCP effects, Alderete (1997) invokes the domaiadpcent syllablesReference to adjacent
structural elements of various types is necessary for the OCP, which heddmas levels of

3 Hewitt and Crowhurst have a different conceptibfooal conjunction—it is more like disjunction. Tine
proposal has nonetheless been adopted for staodajuhction in some work (e.g., Lubowicz 2002).
| know of no systematic studies of the OCP in @t tlo not assume LC; this is an area for futuseaech.
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phonological (syllable, foot) and morphological (stem, root) structure (Leben 1973, tilgCar

1986, Odden 1988, Yip 1988, Ito and Mester 1996, Myers 1997, Ito and Mester 1998a, Suzuki
1998, Fukazawa 1999, Keer 1999, Rose 2000b). The common thread to all OCP effects, though,
is that they have to do witidjacency At some level of structure, the dissimilating elements can

be argued to be adjacent (McCarthy 1986, Odden 1994)—the variable domains simply define
where adjacent elements are prohibited.

Outside of the OCP, the variable domain parameter proves problematic (se¢hycCar
1999, 2002b, Padgett 2002 for examples and discussion). The LC approach to relational
constraints is no exception. Here, the domain can only be adjacent elemergsrittesd what
Baertsch (2002: 184-187) tacitly assumes for sonority constraints). Enlargihgrging the
domain even slightly has bizarre consequences/¥ &nd *Qns/x are conjoined in the domain
of asyllable the result is a pattern where a highly sonorous onset cannot occur with a coda of
low sonority in the same syllable, e.g., [lap] is out but [nap][Emd are in. Local Conjunction
in a slightly larger domain, that afljacent syllables can model a bizarre pattern where both
[ma.nap] and [nap.ma] are banned, since they contain the same onsets and codas in the same
domains. For onset sonority constraints, a similar problem arises: the relatweem¢he first
and second consonants in an onset cluster can in theory be evaluated in a non-local domain. For
example, (pa.nwsa) would violate the lowest-ranked onset distance constraint plws is a
sequence of onset constituents, both contained is in the domain of the foot. Likewise, even a
smaller domain such as the syllable produces non-local interaction between ama@set@a.

In order to rule out non-local relational constraints in LC, we would need to stifludate
constraint hierarchiesnust be conjoined in the smallest domain possible (cf. Lubowicz 2002).
This stipulation must be further qualified, since the domain must be variable if coojuiscti
used to analyze OCP effects. Locally conjoined relational constraintshmetesfore be restricted
to the smallest possible domain that always involves adjacent elements,stbeadis self-
conjoined OCP constraints may have variable domains that may or may not be prosodic
constituents. Thus, domain turns out not to be a free parameter at all. The theory of Local
Conjunction is clearly missing something: adjacency is the only relevambemant for
relational constraints; variable domains appear to be a property of OCP cdsistwdinot of
others; the segment appears to be the only domain where faithfulness constanes a
conjoined...

The solution is to approach the problem from a different angle: instead of tryitigrto f
out conjunctions in the “wrong” domains in a post-hoc fashion, we should look for a principled
theory of domains and build up the structure o@ccordingly. The current proposal is a step
towards this goal.

6 Conclusions

| presented a general schema for deriving such constraintinaled Relational
alignment. Relational alignment takes harmonic scales that relate pno@itoeposition and
derives a relational scale that states the relative harmony of difserguences of such positions;
the more marked the individual elemeaimsndb, the more marked their relation. Thus,
Relational alignment directly connects relational constraints to nomeredabnes: for example,
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the Syllable Contact Law is expressed in the grammar as a hierarclhyisvblimately derived
from the same scales that give us constraints on the sonority of onsets and codas.

The approach was tested on case studies of Faroese, Icelandic, Sidamo, Kalzakh, a
Kirgiz, which select different cutoff points along the hierarchy of comdahat militate against
varying degrees of sonority distance:

(82) Languages select different cutoff points for acceptable syltabkact
~g0b0ooobobbOnsddOflatDOdrop DO D DOOOO -
. *D+5>>*D+4>>*D+2>>*D+1>>*D0>>*D-1>>*D-2>>*D-3>>*D—4...
1 1 1 1 1
Icelandic  Faroese Kazakh Sidamo Kirgiz

| argued that the detailed, categorical hierarchy reflects thisoypohore accurately than unary
gradient approaches to SCL.

Relational alignment is more general than the Sonority Dispersion PrinCiplaénts
1990): it is a schema that can be applied to model any relational requirementd, smigusy-
based ones. As a theory of relational requirements, Relational alignmisat debberately
constrained in ways that Local Conjunction is not. Relational alignment thus stré&keght
balance between generality and specificity.

A growing body of work attributes a complex internal structuredms, €he constraint
module of the Universal Grammar (Prince and Smolensky 1993, Eisner 1999, de Lacy 2002a,
Potts and Pullum 2002, Smith 2002, Gouskova 2003, McCarthy 2003b). The constraint set is not
a random collection of prohibitions; there are mechanisms and filters interhalrtwotule that
dictate what constraints are possible and how these constraints relatedolshakbeen argued
elsewhere that constraints are rather simple and atomistic in their &ionuthey are evaluated
categorically rather than gradiently, there is no need for fixed rankingscaon. While the
constraints themselves are simple, their relationship to each other and tditingunistives is
not.
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