DERIVING ECONOMY': SYNCOPE IN OPTIMALITY THEORY

A Dissertation Presented

by

MARIA GOUSKOVA

Submitted to the Graduate School of the
University of Massachusetts Amherst in partial fulfillment
of the requirements for the degree of
DOCTOR OF PHILOSOPHY
September 2003

Department of Linguistics



© Copyright by Maria Gouskova 2003

All rights reserved



DERIVING ECONOMY': SYNCOPE IN OPTIMALITY THEORY

A Dissertation Presented

by

MARIA GOUSKOVA

Approved asto style and content by:

John J. McCarthy, Chair

John Kingston, Member

Joseph V. Pater, Member

Robert A. Rothstein, Member

Elisabeth O. Selkirk, Member

Elisabeth O. Selkirk, Department Head
Department of Linguistics



ACKNOWLEDGMENTS

| am most grateful to the members of my committee: John McCarthy, John
Kingston, Joe Pater, Robert Rothstein, and Lisa Selkirk. John has read more drafts of this
material and answered more early-morning panicked e-mails than anyone, and he has
taught me so much about how to be alinguist, ateacher, and a student that | cannot thank
him enough. Spasibo, Ivan Ivanovich.

The other members of my committee have also done a heroic amount of work.
John Kingston has been advising me on my research since my first generals paper, and
his comments are always thoughtful and insightful. Joe Pater has awelcome ability to see
the good and the bad predictions of any proposal, and his criticisms never sound as
criticisms. Lisa Selkirk’s gift for seeing the big picture helped ensure that | didn’t get too
bogged down in details. Thanks also to Robert Rothstein for his sharp eye.

Many linguists outside of UMass have given me feedback on thiswork. Alan
Prince deserves specia acknowledgement for closely reading portions of this work and
giving me detailed and thoughtful feedback and suggestions, as well as for showing
interest in this work from the beginning. Thanks also to Jane Grimshaw, Bruce Hayes,
Donca Steriade, Cheryl Zall, Lisa Davidson, Matt Goldrick, and to the audiences at
HUMDRUM 2002, WCCFL XXII1, LSA 2003 and the MIT Phonology Circle.

Before | came to UMass, | was fortunate to be an undergraduate at Eastern
Michigan University. There | benefitted from the teaching and friendship of Helen

Aristar-Dry, Beverley Dewey Goodman, T. Daniel Seely, and the late Keith Denning.



Beverley and Daniel guided me through the grad school application process, and | thank
them both for everything they’ ve taught me about teaching and being alinguist.

Though | have not tried writing a dissertation anywhere else, | am convinced there
cannot be a better place to do so than in the linguistics department at UMass. For being
great teachers to mein my syntax days, | thank Ellen Woolford, Peggy Speas, and Kyle
Johnson. For providing afriendly environment and often leading by example, | would
like to thank my fellow UMass phonology students Michael Becker, Angela Carpenter,
Della Chambless, Andries Coetzee, Paul de Lacy, Kathryn Flack, Nancy Hall, Shigeto
Kawahara, Ania Lubowicz, Elliott Moreton, Steve Parker, Jen Smith, and Anne-Michelle
Tessier. For providing afriendly, chat-worthy atmosphere, thank you to Marcin
Morzycki, Ana Arregui, Eva Juarros-Daussa, Mako Hirotani, Min-joo Kim, Uri Strauss,
Y ouri Zabbal, and everyone else. Last but not least, | would like to thank the
supersecretaries Lynne Ballard and Kathy Adamczyk.

| do know some people outside the department, so | would like to thank them as
well: Laura Sabadini, Amy Sabadini, John Unger, Sara Harris, Daisy Gallagher, the
Werle family, and Kelly White. Adam Werle and Ji-yung Kim deserve specia mention
for being my closest friends these five years. Finally, thanks to my sister Anastasia, her
husband Vadim Kuznetsov, and to my parents Y evgenia Gouskova and Vyatches av

Gouskov for not asking me too much about what it isthat | do.



ABSTRACT
DERIVING ECONOMY': SYNCOPE IN OPTIMALITY THEORY
SEPTEMBER 2003
MARIA GOUSKOVA, B.A., EASTERN MICHIGAN UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor John J. McCarthy

This dissertation proposes that markedness constraints in Optimality Theory are
lenient: aform can be marked with respect to a constraint only if there is another form
that is unmarked. Thus, no constraint bans the least marked thing. The centra
consequence of thisideaisthat there are no economy constraints that penalize structure
as such. Economy effects follow from the interaction of lenient markedness constraints.
Economy constraints are shown to be not only unnecessary but actually harmful: their
very presence in CoN predicts unattested patterns that remove structure regardless of
markedness.

Chapter 2 develops the theory of CoN and argues that various structural economy
effects (preferences for smaller structures over larger ones and for fewer structures over
more) follow from constraint interaction. Also addressed are economy effects that
involve the deletion of input structure, including foot-sized maximum effectsin
truncation and syllable-sized and segment-sized maximum effects in reduplication. OT’s
economy constraints of the * STRuc family are argued to produce unattested patterns

under re-ranking and are excluded from CoN as a matter of principle.

Vi



Chapter 3 examines metrical syncope in Hopi, Tonkawa, and Southeastern
Tepehuan. Different patterns fall out from the interaction of the same metrical
markedness constraints in language-specific rankings. All of these constraints have other,
non-economy effects—in principle, they can be satisfied by the addition of structure as
well as by removal of structure. Metrical shortening and syncope remove marked
structure, not all structure: the well-formedness of an output is determined by the
distribution of weight in its feet and exhaustivity of footing, not by the number of
syllables, moras, and feet.

Chapter 4 examines differential syncope in Lillooet, Lushootseed, and the
L ebanese and Mekkan dialects of Arabic. Under the leniency hypothesis, there are
constraints against low-sonority syllable nuclel and foot peaks but not high-sonority ones,
likewise, there are constraints against high-sonority foot margins but not high-sonority
vowelsin genera. The interaction of lenient constraints cannot duplicate the effects of
economy constraints. There are real crosslinguistic asymmetriesin attested differential
syncope patterns that can only be explained if we abandon the notion that “everything is

marked.”

vii
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CHAPTER 1

INTRODUCTION

1.1 |Introduction

This dissertation argues that in Optimality Theory (Prince and Smolensky 1993),
economy effects follow from the interaction of independently motivated constraints
rather than from special economy principles. Thistheory of economy effects relies on the
ideathat constraintsin CoN are limited in what they can ban: no constraint can ban the
least marked non-null thing along some particular dimension of markedness.

The interaction of independently motivated constraintsin OT isrich enough to
account for observed economy effects, whereas economy constraints contribute nothing
to the understanding of these processes. In addition to being unnecessary, economy
constraints can be shown to be a further imposition on the theory, since their presencein
the grammar predicts unobserved patterns that remove structure without regard for
markedness.

While arange of economy effectsis addressed, the empirical focusis on syncope.
| show that the various vowel deletion processes that are collectively referred to as
“syncope’ belong to alarger class of phenomena, some of which do not involve deletion
at all. A constraint that is satisfied by syncope in one language may be satisfied by
featural change, augmentation, or an atogether different process in another language.

This chapter presents an outline of the thesis. Section 1.2 summarizes the formal

aspects of the proposal, 81.3 discusses economy effects, and 81.4 discusses syncope.



Section 1.5 addresses the status of economy principlesin the present theory, and 81.6 isa
summary outline of the chapters.

1.2 Theory of CON

1.2.1 Introduction: lenient markedness

The theory of economy effects that | propose relies on the idea that markedness
constraints are lenient: at least one non-null structure will not violate any markedness
constraints on a given dimension of markedness. For example, whereas nasal vowels are
marked, oral vowels are not, which means that there is a constraint *NAsSALV in CoN but
there is no constraint against oral vowels or al vowels.

The central consequence of this theory of CoN isthat constraints are limited in
what they can ban; the ideathat “everything is marked” is expressy rejected. Nihilistic
constraints of the * STRuc family (Prince and Smolensky 1993, Zoll 1993, 1996) are
excluded from CoN as a matter of principle.

1.2.2 Harmonic scalesand Lenient Constraint Alignment

The theory is formally implemented by deriving all markedness constraints from

harmonic scales. Harmonic scales arrange linguistic entities in the order of markedness;

for example, nasal vowels are more marked than oral vowels. The following harmonic

scale encodes this (“>" stands for “is more harmonic than”):

Q) Vowel nasality harmonic scale: oral vowel >~ nasal vowel
Every markedness constraint comes from a scale, but not every level on ascale
corresponds to a markedness constraint. Thisisthe heart of the lenient proposal:

markedness constraints violate things that are marked on harmonic scales, but no



constraint penalizes the least marked element. Based on (1), there will be a constraint
against nasal vowels but not one against oral vowels:

2 Markedness constraint based on (1): *NASALV
Thereisno constraint *ORALV or *V

For longer scales, the same istrue: no constraint can penalize the least marked member of
ascale, but all other members will violate constraints. For example, Prince and
Smolensky’s (1993) familiar sonority-based syllable peak harmony scale corresponds to

the following constraint hierarchy:

3 Syllable peak harmony scale: nuc/a>- nuc/ i > ... nuc/s > nuc /t
4) Syllable Peak Constraints: * Nuc/t>> *Nuc/s.... >>*Nuc/i
Thereis no constraint *Nuc/a
All constraints are derived from scales by what | call Lenient Constraint
Alignment, which is amodified version of Prince and Smolensky’s Constraint
Alignment. The differenceisthat under Lenient Constraint Alignment, the least marked
thing on every scale, a,, escapes constrainthood:
) Lenient Constraint Alignment
The Constraint Alignment of a harmonic scale a, > an+1> ... 8m1 > amisthe
constraint hierarchy * Ap>>* A g..>>% Apaa.

The scales must meet certain requirements as well. The most important of theseis
the following principle:
(6) NOZERO: no scale containing x implies that & > x.
This principle requires scales to express non-trivial harmonic relations: no structure can
be so marked that the only thing better than it is the absence of structure. In other words,
scales can express the markedness of one structure relative to another but they cannot

express economy.



1.2.3 Economy effectsthrough constraint interaction

Crucially, while no markedness constraint is set up to favor & above all other
structures, a constraint ranking can still do so under certain circumstances. For example,
if the ranking of faithfulness constraints prevents a marked structure from mapping to an
unmarked structure, the only option may be mapping to &:

@) Mapping to & in the lenient model

Ix/ IDENT [X] 5 *X MAX
a=J : *
b. x | *|

c.y *] :

The constraint * X in (7), which might be based on ascaley ~ X, is satisfied
equally well by either y or &, but IDENT[X] prevents X's mapping to y. The only option
under thisranking isfor x to map to &. Thisis an economy effect: in this particular
grammar, @ is preferred to x. In agrammar with a different ranking, say, { MAX, *X} >>
IDENT[X], x would map to y, and no economy effect would be observed. Thus, the same
markedness constraint produces an economy effect in one language but a featural change
in another. Depending on the nature of * X and its interaction with other constraints, still
other effects may be possible that may not involve unfaithfulness at all.

In acaselike (7), it isthe ranking that favors & over y—not a constraint. This sort
of effect is characteristic of Optimality Theory: results come from constraint interaction

rather than from adding new constraints to the constraint set.



1.3 Economy effects

1.3.1 Introduction: kinds of economy effects

The basic recipe for economy effects outlined in 81.2.3 is simple, but constraint
interaction in OT can be complex. | argue that constraint interaction provides all the
complexity that is required to explain awide range of economy effects.

The term “economy” traditionally refersto the preference for smaller structures
and shorter derivations (Chomsky 1989, 1995). Economy effects in phonology result
when the hierarchical structure imposed on the output is minimal, or when structure that
was present in the input is deleted in the output. An example of the first kind of economy
effect is non-iterative foot parsing, where only one foot is built even though severa are

possible. An example of the second kind of economy effect is truncation, asin

psychology — psych.
1.3.2 Economy effects and unfaithful mappings

Limited structure building effects involve competing structural analyses of the
same segmental string—e.q., /patakatal — (patag)ka.ta vs. (patar)(katag;). The
competition between such alternative parses is decided by markedness constraints—see
§2.3.2 for details and examples of such effects.

The central focus of the dissertation is on economy effects that involve unfaithful
mappings. Deletion makes the output visibly shorter compared to the faithful parse. The
need for an adequate analysis of such effects goes beyond a desire for a parsimonious
theory where abstract structure is assigned only “where needed” (cf. Chomsky 1991,

1995 on the assignment of N' structure in syntax). Here, | discuss two kinds of economy



effects that involve unfaithful mappings. prosodic morphology effects (M cCarthy and
Prince 1986, 1993b, 1999) and syncope (81.4).

The theory of Prosodic Morphology (M cCarthy and Prince 1986, 1993b, 1999)
provides tools for the understanding of truncation in hypocoristics (e.g., Edelbert —
Bert), child speech (e.g., banana— nana), and maximal word effects. The common

feature of all of these processesis that their output is a prosodic word that contains at

least and at most a binary foot.l As McCarthy and Prince’ s (1994a) show in their analysis
of reduplicant disyllabicity in Diyari, these “ one-foot-per-word” effects result from the
interaction of constraints on metrical foot parsing that penalize unfooted syllables,
degenerate feet, and iterative footing; no special templatic constraints or economy
principles are needed.

Another area where restricting size has been an issueisin cases where
reduplication copies as little as possible of the base—a segment if possible, asyllableif
necessary. Under the assumption that reduplication is copying of the base that is
regulated by faithfulness constraints (M cCarthy and Prince 1995), failure to copy all of
the reduplicant can be seen as akind of deletion—in other words, an economy effect.
Minimal reduplication has sometimes been used as evidence of economy constraints
(Feng 2003, Riggle 2003, Spaelti 1997, Walker 1998, 2000), but | suggest that thereis an
aternative to the economy analysis. paradigm uniformity. What limits the size of the

reduplicative suffix is the requirement that the reduplicated form be as similar as possible

1
An interesting departure from this sort of pattern isfound in Maori, where the word can

contain some syllables in addition to the single foot but unfooted syllables are limited in

number—see chapter 2 and de Lacy 2002b for a prosodic morphology analysis.
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to the non-reduplicated base; the lessis copied, the fewer violations of Output-Output
faithfulness (Benua 1997) are incurred. | argue that the OO-faithfulness analysis has an
advantage—it explains why size restrictions below the foot only hold of affixes but not of
stems. Thisis not a prediction of the economy analysis—since anti-syllable economy
constraints apply to all forms regardless of their paradigmatic status, we would expect to
find some languages where even stems are limited to asingle light syllable or even a
single segment. Such languages are unattested.

Minimal copying in reduplication and “one-foot-per-word” effects are discussed
in more detail in chapter 2 along with haplology, phonologica word “wrapping,” the
harmony of the monosyllabic (H) foot, and others. The chief focus of chapters3 and 4 is
on the vowel deletion processes collectively known as syncope.

14 Maetrical and differential syncope

1.4.1 Introduction

Syncope phenomena offer a particularly fertile ground for the study of economy
effects, since examples are numerous and the interactions complex. An example of
syncope from Hopi is given in (8). The syncopating vowels are underlined in the inputs:

€)) Some examples of syncope in Hopi (Hill et al. 1998, Jeanne 1978, 1982)

a. /somavyal somya ‘tie, pl.’ cf. séma ‘tie, sg.’
b. /tookani/ tokni ‘deep, future’ cf. tooka ‘dleep, non-future
c. /navota-nal na.vot.na ‘inform, tell’  cf. navota ‘ to notice

Such deletion shortens the output as compared with the faithful parse—cf. ték.ni and
*too.ka.ni. Correspondingly, it has frequently been attributed to economy rules and
principles. deletion is assumed to apply wherever possible, but it is blocked by syllable

structure constraints (Kisseberth 1970b), the OCP (McCarthy 1986), and so on.



The view advocated here isthat a unified theory of syncopeisimpossible. The
only thing all vowel deletion phenomena have in common is that a mapping has occurred
that violates MAXV. Thereis no anti-vowel constraint *V (Hartkemeyer 2000) or anti-

syllable constraint * STRuc(c). There is also no demonstrable unity to vowel deletion

processes; we might dub this “homogeneity of process/heterogeneity of target.” ? Thus, on
the one hand, we find languages where syncope is one among several processes that
achieve the same output target. Here, a single markedness constraint dominates several
other constraints, MAXV among them:
9 Syncope is one among several processes. M >> Fi>>MAXV>>F,
On the other hand, we also find languages with a single syncope process that achieves
several different output targets. Here, MAXV is dominated by several different
markedness constraints.
(10)  Syncope achieves different goals: { M1, M5, M3} >>MAXV
In OT, this situation is not surprising or unexpected—it would indeed be surprising if

syncope were a uniform process.
1.4.2 Metrical syncope

Chapter 3 examines a group of cases that might be collectively dubbed “metrical
syncope,” since they are analyzed as the interaction of metrical footing constraints with
MAXV. All three languages that are analyzed in this chapter also have vowel shortening,
which is an economy effect of sorts: its result is areduction in the number of moras,

compared to the faithful parse.

2
Thisisthe opposite of “homogeneity of target/heterogeneity of process,” aterm that
McCarthy 2002b uses to refer to conspiracies (Kisseberth 1970a).
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Hopi, Tonkawa, and Southeastern Tepehuan differ in several systematic ways.
Tonkawa and Southeastern Tepehuan have iterative syncope, whilein Hopi only one
vowel per word is deleted. In Hopi and Southeastern Tepehuan, vowel deletion applies
after long vowels, while in Tonkawa it does not. All of these differences receive a
principled explanation under the hypothesis that syncope and shortening are ways to
avoid marked metrical configurations: unfooted syllables, stressed light syllables,
unstressed heavy syllables, and so on. Whether and where vowels del ete depends on the
ranking of the relevant metrical constraintsin the language.

In the case of Hopi (see (8)), the output of syncope satisfies SWP, or the

requirement for stressed syllables to be hea\/y3 (cf. sbm.ya ~ *so.ma.ya, na.vét.na ~
*na.vo.ta.na), but syncope applies even in cases where the faithful candidate would
satisfy SWP, i.e., after long vowels. Syncope after long vowels minimizes the number of
syllables outside the main stress foot. All three winners (11) have the same structure: a
single iambic foot with a heavy head, (H) or (LH), followed by one light unfooted

syllable, L:

3
SWP, PARSE-c, and NONFINALITY will be defined and provided with their harmonic
scales in chapter 3.



(11) Hopi syncope, in brief

SWP | PARSE-G | MAXV
/somaryal | a = (som)ya P *
LL-L (H) L |
b. (so.ma)ya * *
(LL)L
Itookarni/ | c. == (tok)ni L *
HL-L (H)L |
d. (téo)kauni poxx
(H)LL f
/navota-nal | e. = (navot)na Lo *
LLL-L (L.H)L Z
f.(navo)tana | *! :  **
(LL)LL |
g. (nav)tana pox *
(H)LL :

The only reason Hopi has syncope rather than stressed syllable lengthening or
post-stressed consonant gemination, as in many other iambic languages (see Hayes 1995
and chapter 3 for examples), isthat MAXV isdominated by Dep. Likewise, PARSE-G is
satisfied by deletion (of vowels) in Hopi but by the addition of structure (feet) in
Tonkawa—the difference here is due to the ranking of PARSE-c with respect to
constraints against iterative footing. (For detailed analyses, see chapter 3).

What these languages do not provide is evidence of syllable economy. Neither
syllables nor vowels are in any way marked in these languages. Analyses in terms of
economy constraints cannot explain exactly how syncope works without appealing to
additional mechanisms. For example, in Hopi, the second vowel deletesin /LLL/ words
but the third in /LLLL/ words. In the prosodic analysis, the asymmetry is explained by
appealing to NONFINALITY: most iambic languages avoid final stress (Hung 1994), so the
third vowel cannot be deleted in /LLL/ words. In a syllable economy analysis, this

asymmetry is amystery—why delete the third vowel in /navota-na/, yielding the
10



trisyllabic output na.vot.na, when you can delete the second and the fourth vowels and
get adisyllabic output, * nav.tan? Economy analyses of metrical syncope must appeal to
prosodic constraints to function, but prosodic analyses do not require economy
constraints.

In chapter 3 | aso show that economy constraints are not only unnecessary but
also harmful: their very presence in the grammar predicts unattested patterns. No metrical
constraint distinguishes between the iambic feet (H) and (LH)—they are equally well-
formed, all other things equal. Y et in terms of economy, (H) is better—it contains only
one syllable, compared to (LH)’ stwo. The prediction of atheory that has syllable
economy is that some languages should map /LH/ to (H), asin/pataa.../ — (pé)..., not
*(pataa)... Thissort of pattern is unattested, and it can only be ruled out if economy
constraints are excluded from CoN.

1.4.3 Differential syncope

Chapter 4 addresses differential syncope patterns, where only a subset of a

language’ s vowel inventory syncopates. Differential syncopeisjust like metrical syncope

in being not one process but many. Some languages delete only vowels of low sonority,
e.g., o (Lillooet) or i (various dialects of Arabic), whereas other |languages delete only

vowels of high sonority, e.g., a (Lushootseed). An example of differential syncope of i

from Lebanese Arabicisgivenin (12).
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(12) Lebanese Arabic differential syncope (Haddad 1984)

a. High vowel syncope
Inizil-it/ niz.lit ‘she descended’ cf. nizil
Inizil-t/ nzilt ‘| descended’

b. No syncope of /a/ in the same environment
[/sahab-it/ sahabit ‘shewithdrew (tr.)’ *s&h.bit
Ixazal-t/ xazart ‘I tore *xzZ4rt

Low- and high-sonority differential syncope do not exactly mirror each other. We
find that o and i often delete in awide range of environments, their appearance largely

controlled only by phonotactic constraints (asin Lillooet and Mekkan Arabic) or by high-
ranking metrical constraints (asin Lebanese Arabic). Conversely, vowelslike a only
delete in specific environments; thus, in Lushootseed, a deletes only in environments
where it must be unstressed (Urbanczyk 1996). This asymmetry follows under the view
that not everything is marked. Consider the following constraint hierarchies and harmonic
scales, formulated under Lenient Constraint Alignment:

(13) Constraints on the sonority of syllable nuclei (Prince and Smolensky 1993)
*Nuc/o >>*Nuc/i,u >> *Nuc/e,0

Nucleus harmony scale: nuc/a > nuc/e,0 > nuc/u,i >nuc/s
Thereis no constraint *Nuc/a

(14) Constraints on the sonority of vowelsin strong branches of feet
*PK o >> *PKili,u>> *Pke/e,0 (cf. de Lacy 2002a, Kenstowicz 1996b)

Foot Head (peak) scale: Peakr/a >~ Peakr/e,0 - Peakr/u,i > Peakg/o
Thereis no constraint * Pkg/a

(15) Constraints on the sonority vowelsin weak branches of feet
*MARg/a>> * MARE/€,0>>* MARE/i,U (cf. de Lacy 2002a, Kenstowicz 1996b)

FtNonHead (margin) scale: Marg/o ~Marg/u,i = Marg/e,0- Marg/a
Thereis no constraint * MARg/o

Since these hierarchies are formulated leniently, not one of them penalizes the

entire range of vowels. The constraints in the hierarchy (13) ban awide range of syllable
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nuclei, but they do not ban a. The highest-ranked constraint in (15) bans a, but only in the
margin of afoot—i.e., in unstressed position. In chapter 4, | show that even if al of the
constraints in (13)-(15) were high-ranked in alanguage, they still could not “gang up”
and duplicate the effects of a general constraint against vowels, *V (Hartkemeyer 2000),
or the effects of the economy constraint against syllables, * STRuc(c) (Zoll 1993, 1996).

All of the constraintsin (13)-(15) have motivation outside of syncope. The
hierarchiesin (14) and (15) have received alot of attention recently—they areinvolved in
the assignment of sonority-driven stress (de Lacy 2002a, Kenstowicz 1996b) and vowel
reduction (Crosswhite 1999a), which are not economy effects at all. Likewise, the
nucleus sonority hierarchy in (13) determines the course of syllabification (Dell and
Elmedlaoui 1985, Prince and Smolensky 1993) and has been argued to determine the
quality of epenthetic vowels in languages that epenthesize a (de Lacy 2002a).

Some of these effects coexist with syncope in the phonologies of the languages
considered in chapter 4. Thus, Mekkan Arabic not only syncopatesi but also epenthesizes
a, showing that i is doubly marked: it deletes and it is not epenthesized. In Lushootseed,

syncope of unstressable aisreally just a minor aspect of the larger sonority-sensitive

stress system: stress also retracts from oto fuller vowels, 5is replaced with afull vowel

in stressed reduplicants, and unstressed a reduces to o wherever deletion is not permitted.

The same markedness constraints are involved in al of these patterns—economy effects
arein no way special.

Chapter 4 also addresses the issue of vowels whose distribution is predictable
from phonotactics, which | call “cheap vowels.” An example of thisisthe distribution of

schwaiin Lillooet. In this language, every word must contain at least one vowel, and
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tautosyllabic clusters of sonorants are prohibited, as are sonority sequencing violations.
Schwa surfaces only when its presence is required by these constraints:

(16) Lillooet schwa (van Eijk 1997)

a toq ‘to touch’ cf. tg-alk’am ‘to drive, steer’
b. x"om ‘fast’ cf. X"m-aka? ‘to do smt. fast’
C. S-hom-nam ‘blind’ cf. nom’9-nm-"op ‘going blind’

In OT, inputs are assumed to be unrestricted—this is known as Richness of the
Base (Prince and Smolensky 1993). Cheap vowels cannot simply be banned from the
input and inserted “where needed,” as they often are in rule-based analyses (Bobaljik
1997, Brainard 1994, and others). The grammar of Lillooet must work whether the input
contains too many schwas or too few. If the input contains too many schwas, then they
must be deleted, and if it contains too few, they must be inserted. Thus, schwas are both
the most marked and the least marked vowels in the language: they must be marked to
delete, and they must be unmarked to be epenthesized. The analysis | propose takes this
duality of schwato heart: | claim that it isthe most marked syllable nucleus but the least
marked epenthetic vowel. To this effect, | propose a hierarchy of constraints that ban
epenthetic segments with too much prominence. According to these constraints, highly
sonorant vowels must be recoverable (cf. Alderete 1999, Steriade 1995):
(17) Rec/a>>Rec/e,0>>REec/i,u

RECOVER/X: “A syllable nucleus with the prominence x must have a
correspondent in the input.”

The interaction of these constraints with the * Nuc/x hierarchy in (13) can produce a

pattern where the vowels of lowest sonority (e.g., o and #) have the “cheap vowel”

distribution, but this interaction cannot produce a pattern where only a is a cheap vowel.
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This, too, turns out to be an area where the lenient theory differs from the “ everything-is-
marked” theory: | show that once economy theory is enriched enough to deal with rich
outputs, it can produce a grammar where only a syncopates and is inserted and other
unattested patterns.

1.5 Economy principles

The argument against economy principles and constraints is two-pronged. On the
one hand, economy effects follow straightforwardly from the interaction of independently
motivated constraints, as long as these constraints are properly understood. This makes
economy principles superfluous—they do not contribute anything to the understanding of
economy effects and should be excluded from the theory by Ockham’s Razor. On the
other hand, economy constraints are dangerous in OT: their very presence in the grammar
predicts unattested patterns that independently motivated constraints cannot produce.
This requires that they be excluded from the theory.

In the Lenient model of CoN, economy constraints are excluded as a matter of
principle. On the one hand, they cannot be based on any harmonic scale that satisfies the
NOZERO principle, since they amost by definition imply that & is more well-formed than
any other structure. For example, * STRUC(c) really expresses the harmonic relationship
O > o, but thisis not a possible harmonic scale in the theory. On the other hand, since no
constraint can ban the least marked member of the harmonic scale, | show that another
class of economy constraintsis aso excluded from CoN: nihilistic constraints against
highly sonorant nuclei, voiceless obstruents, oral vowels, and other unmarked things (cf.

Clements 1997).
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Y et another class of constraints whose membership in CoN is put into question is
gradient alignment constraints. While gradient alignment constraints are not, strictly
speaking, * STRUC constraints, they have certain properties of economy constraints—for
one thing, they can “count” syllables, feet, moras, and so on. Their ability to count
necessitates harmonic scales of infinite length, which are an impossibility in afinite Con.

1.6 Outlineof thethesis

The thesisis organized as follows. Chapter 2 presents the theory of CoN and shows
how several kinds of economy effects follow from the interaction of leniently formulated
constraints. * STRUC constraints recelve aformal definition under thistheory and are
excluded as a matter of principle.

Chapter 3 contains detailed analyses of Hopi, Tonkawa, and Southeastern
Tepehuan and discusses some aspects of the theory of metrical parsing that is assumed in
these analyses.

Chapter 4 contains case studies of Lillooet, Lebanese Arabic, Mekkan Arabic, and
Lushootseed. In addition to discussing differential constraint hierarchies, the chapter
contains a proposal for epenthetic vowel quality. The differences in the typological
predictions of the present theory and “everything-is-marked” theories are discussed at

length.
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CHAPTER 2

MARKEDNESS, ECONOMY, AND *STRUC

2.1 Introduction

In Optimality Theory (Prince and Smolensky 1993), to be marked means to
violate a markedness constraint. Y et without formal restrictions on the content of
markedness constraints, practically everything can be and sometimes is assumed to be
marked. In this chapter, | propose an amendment to thisview. | argue that markedness
constraints are limited in what they can assign violation marks to—for every markedness
constraint, there is at least one non-null structure that fully satisfiesit. In this sense,
markedness constraints are lenient.

Thisview isformally implemented as a theory of the constraint module CoN.
Markedness constraints are derived from harmonic scales that compare non-null
structures with each other. No markedness constraint penalizes the most harmonic
element on a scale, and no harmonic comparison is nihilistic. This means that no
individual constraint is set up to prefer the absence of structure to every other
aternative—there are no economy constraints in the grammar.

Although no individual constraint is an economy constraint, the interaction of
constraints in alanguage-specific grammar can result in what appears to be minimization
of structure—that is, economy effects. Y et there is nothing about economy effects that
would suggest an overarching “principle of least effort” or general economy principle—
the effects can always be reduced to the interaction of independently motivated

constraints. These constraints can be shown to have other effects in the grammar—effects
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that do not result in economy of any kind. The reason for thisis that every marked
configuration can be avoided in avariety of ways—M  cCarthy (2002b) dubs this property
of OT grammars homogeneity of target, heterogeneity of process. Deletion of structureis
just one way to remove a marked configuration, but because there is aways aless marked
thing out there, change of structure should also be an option.

This view of economy effectsis not universally accepted. Formal economy
principles are often thought to be a necessary property of generative grammar because
human language is recursive, which means that grammars must be able to produce
structures of unbounded size. To limit this troubling but necessary ability, both
syntacticians and phonol ogists have relied on economy principles, which range from the
very genera “Avoid Structure” (Rizzi 1997) to the fairly specific constraint against

syllables * STRuc(c) (Zoll 1993, 1996), its precursor the Syllable Minimization Principle

(Selkirk 1981), and many others.4

One of the consequences of the present proposal isthat economy constraints like
*STRUC(0) are excluded from CoN as a matter of principle. This turns out to be awecome
result, because economy constraints are redundant in the theory where all economy

effects result from constraint interaction. Not only are economy constraints redundant—

4For discussion of economy principlesin syntax, see Chomsky and Lasnik 1977,
Chomsky 1989, 1995, Grimshaw 2003, Poole 1998, Woolford 1995, and various papers
in Barbosa et al. 1998. For discussion of economy principlesin phonology, see Broselow
1995, Lindblom 1983, McCarthy 2002b, Noske 1984, Prince and Smolensky 1993/2002,
Zoll 1993, 1996. For various applications of * STRUC constraints, see Causley 1997, Davis
and Zawaydeh 1996, de Lacy 1999, Fukazawa 1999, Hewitt and Crowhurst 1996, Orgun
1996, Prince and Smolensky 1993/2002, Raimy and Idsardi 1997, Selkirk 2000,
Truckenbrodt 1999, Walker 2003, Zoll 1993, 1996. Several of these works will be
addressed in some detail in the coming pages.
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they are a'so harmful. Their very presence in CoN predicts that certain deletion processes
should target structure that is unmarked (e.g., syllables regardless of metrical context),
and this prediction is not supported by typological evidence.

This proposal for the reformation of CoN puts another set of constraintsin a
guestionable position: gradient alignment constraints (McCarthy and Prince 1993a,
Prince and Smolensky 1993). Although gradient alignment constraints are not formally
equivalent to economy constraints, their effects are very similar—both sets of constrains
can keep track of the lengths of outputs. Some of the typological arguments against
* STRUC constraints readily extend to alignment constraints. Interestingly, the present
theory encounters some difficulty in relating alignment constraints to scales—they
require either scales of infinite length or additional formal mechanisms. Thus this work
adds to the arguments of McCarthy (to appear) that gradience cannot be a property of OT
constraints.

The rest of the chapter is organized as follows. Section 2.2 presents the theory of
the constraint set CoN and discusses some of itsimplications for the formulation of
constraints. In 82.3, | show how the interaction of independently motivated constraints
produces a wide range of economy effects, and in 82.4 | provide aformal definition for
* STRUC constraints and show how and why they should be excluded from the theory.
Section 2.6 concludes.

2.2 Thetheory of CoN: scales and L enient Constraint Alignment

2.2.1 Introduction
Markedness is a matter of comparing non-null forms to each other rather than an

abstract, platonic property: no form is marked except insofar as it compares to another
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non-null form.5 Null structures vacuously satisfy all markedness constraints—they do not
need to be specially favored by them. This section presents a theory of the constraint
module Con that formally develops thisidea. The theory has two components. First, all
markedness constraints must be derived from harmonic scales and can never penalize the
least marked member on a scale—they are lenient. Second, the scales themsel ves must
meet certain requirements: they cannot imply that & is more marked than a non-null
form.

In the remainder of this section, | start by looking at harmonic scales and
harmonic alignment of Prince and Smolensky 1993, which forms an important
background to the proposal. Section 2.2.4 presents Lenient Constraint Alignment and
§2.2.5 lays out the principles that harmonic scales must obey. Section 2.2.6 explores
some of the issuesin relating various kinds of markedness constraints to scales. Section
2.2.7 discusses the Null Output, which plays an important role in the proposal, and
addresses its status in the present theory.

2.2.2 Harmonic scales

Optimality Theory does not necessarily offer guidelines for what markedness
constraints can militate against, though a constraint’s validity can be tested by examining
the typological consequences of introducing it into CoN. The theory of CoN developed
here looks at markedness constraints from another angle. Whether or not M isavalid

constraint depends on the harmonic comparisons it implies; some comparisons are argued

5
The proposal developed hereis quite distinct from Comparative Markedness (M cCarthy
2002c):

20



to beinvalid. For every constraint, the markedness comparison must be encoded in a
harmonic scale.

A harmonic scale orders linguistic entities along some dimension of markedness
(Prince and Smolensky 1993). For example, nasal vowels are universally more marked

than oral ones (McCarthy and Prince 1995). This s reflected in the following binary

harmonic scale (*>“ means “is more harmonic than™):

Q) Vowel nasality scale: oral vowel > nasal vowel
Similarly, voiced obstruents are universally more marked than voiceless ones (Lombardi
1995, 2001), which can also be stated in terms of a scale:
(2 Obstruent voicing scale: voiceless obstruent - voiced obstruent

Harmonic scales are not new or unique to this theory. Prince and Smolensky 1993
introduce harmonic scales that encode the relative well-formedness of syllable onsets
(margins) and nuclel (peaks) depending on their sonority; the more sonorant a nucleus,
the better. For onsets, the opposite istrue:

3 Peak harmony scale: pk/as> pk/i > ... > pk/t

4) Margin harmony scale: m/t > ... = m/i > m/a

These scales are derived from prominence scales. Prominence scales are not statements
of markedness; rather, they are orderings of linguistic entities according to salience. For
example, a syllable peak is a more prominent position than a syllable margin, and a
sonorant segment is more prominent than an obstruent (*>* stands for “is more prominent

than”):
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) Peak/margin prominence scale: peak > margin
(6) Sonority scale: a>i>...>t

Thereis apreference for prominent positions to be occupied by prominent
segments, and vice versa. The forma mechanism Prince and Smolensky devise for
capturing this preference is called Harmonic Alignment:
@) Suppose given abinary dimension D; with ascale X >Y onitselements{X, Y},

and another dimension D, withascalea>b > ... >z onitselements. The
harmonic alignment of D; and D, is the pair of Harmony scales:

Hx: Xla>X/b>... =X /z [more harmonic ... less harmonic]
Hy: Y/z-...>Y/b>Y/a (Prince and Smolensky 1993:155)

Harmonic Alignment has been used extensively in OT to derive harmonic scales—it has
been applied to sonority and stress (Kenstowicz 1996b), syntactic person and
subject/object (Aissen 1999, Artstein 1998), and tone (de Lacy 2002b).

So, some harmonic scales are primitive (e.g., the vowel nasality scale and the

obstruent voicing scale), while others are derived by Harmonic Alignment.6 Primitive
scales may be based on substantive principles: nasal vowels are perceptually weaker than
oral ones, while voiced obstruents are marked for aerodynamic reasons. Apart from
expressing linguistically sound tendencies, scales must meet certain formal
requirements—these will be discussed in §2.2.5. | now turn to the procedure for mapping

harmonic scales to constraints.

° De Lacy (2002a) lays out some principles for determining which scales are derived and
which are primitive. In his theory, featural markedness scales (e.g., vowel nasality) never
combine with structural elements for the purposes of constraint construction, while
prominence scales (e.g., sonority) always do. Thisis basically what | assume here.
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2.2.3 TheConstraint Alignment of Prince and Smolensky 1993

Harmonic scales are not constraints: they cannot evaluate candidates and they
cannot interact with other constraintsin aranking. For creating constraints from
harmonic scales, Prince and Smolensky 1993 propose a different operation: Constraint
Alignment (defined in (8)). Constraint Alignment assigns each element on a harmonic
scale to a negatively stated markedness constraint. The result is afixed hierarchy of
constraints, whose order is the reverse of the relevant harmonic scale.
(8 The constraint alignment is the pair of constraint hierarchies:

a Cx:*X/z>>..*X/B>>*X/A [moremarked >> ... >> |ess marked]
b. Cy:*Y/A>>*Y/B>>...>>*Y/[z (Prince and Smolensky 1993:155)

When this version of Constraint Alignment applies to the peak/margin

hierarchies, it yields the following two constraint hierarchi es:7
9 Peak constraints: *Nuc/t>>...>>*Nuc/i >>*Nuc/a
(10) Margin constraints. * ONS/a>>* ONg/i>>...>>* ONS/t

From the vowel nasality scale, a binary hierarchy is produced, where the
constraint against unmarked oral vowelsis universally ranked below the constraint
against nasal vowels:
(11) *NASALV>>*ORrALV (McCarthy and Prince 1995)

Fixed rankings are not a necessary aspect of this theory of markedness—the same
markedness relationship can be expressed through constraintsin a stringency relation (de

Lacy 2002a, Prince 19974d). De Lacy proposes aversion of Constraint Alignment that

;

Prince and Smolensky call the constraints * P/x and *M/x instead of *Nuc/x and
*ONS/X. | will use *Nuc/x and * ONS/x throughout to distinguish the syllable peak/margin
constraints from the foot peak/margin constraints (Kenstowicz 1996b).
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produces not fixed rankings but rather stringent constraint hierarchies, which impose the
same harmonic orderings on the candidate set even when their ranking is permuted. For
example, based on the obstruent voicing scale, there will be two constraints formulated in
such away that their ranking never results in voicel ess obstruents being more marked
than voiced ones, as shown in (12). The relative markedness of voiced and voiceless
obstruentsis invariant under re-ranking: regardless of the ranking of *VVoicepOBs and
*OBS, the voiceless obstruent candidate incurs fewer constraint violations and is therefore
universally less marked.

(12)  Stringent constraints: {* VoICEDOBS, * OBS}

*\/oICEDOBS ! *OBS
a pa *
b. ba * | *

Whether these hierarchies are freely rankable or in afixed ranking, they share a common
feature: the hierarchies contain constraints against the least marked thing on the scale.
*OBsor *VOICELESSOBS are essentially economy constraints—they have no other
purpose but to penalize unmarked structure (I will return to constraints of this sort in
82.5). | propose to modify Constraint Alignment so that constraints against the unmarked
are excluded from CoN as a matter of principle.
2.2.4 Lenient Constraint Alignment

In the model of CoN advocated here, all markedness constraints are derived from

harmonic scales by an operation similar to Prince and Smolensky’s Constraint
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Al ignment.8 The difference isthat every element on every scale has a corresponding
markedness constraint against it except for the least marked one. The least marked
element on every scale gets an “exemption.” This Lenient Constraint Alignment is
defined as follows:

(13) Lenient Constraint Alignment

The Constraint Alignment of a harmonic scale a, > an+1> ... 8m1 > amisthe
constraint hierarchy * A >>* A1, >>% Apeg.

The most harmonic member of every scale, a,, does not correspond to any constraint. The
lowest-ranked constraint in the hierarchy militates against the next most harmonic
member, a,.1. Thisisthe chief difference between (13) and Prince and Smolensky’s
version.

To see how LCA works, consider the obstruent voicing scale. The least marked
element in the scale is voiceless obstruent. According to LCA, every element in the scale
except the least marked one is assigned to a markedness constraint. Thereisonly one
such element in the scale, voiced obstruent, so only one constraint is derived:
*VOICEDOBS. The unmarked element in the scale, voiceless obstruent, has no
corresponding markedness constraint against it.

(14) *VoicepOss: *[+voice, -son] “voiced obstruents are prohibited.”
Harmonic scale: voiceless obstruent > voiced obstruent

When LCA appliesto alonger scale, the result is the same: the constraint against the least

marked element in the peak harmony scale, low vowels, isleft off the resulting constraint

8

In afootnote on p. 453, 1to and Mester 1997 suggest that constraints may be “formally
understood as zero-level preference relations holding between linguistic structures.” This
is exactly what Lenient Constraint Alignment allows us to do.
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hierarchy. For syllable onsets, the result is the same: the scale does not contain a
constraint * NUuc/t against voiceless obstruent onsets.

(15) Syllable Peak Constraints. *Nuc/s>>*Nuc/n.... >>*Nuc/i
*Nuc/ais not a constraint

(16) Syllable Margin Constraints: * ONS/a>>...* ONS/n>>* ONS/s
*ONS/t is not a constraint

This approach formalizes an intuition that other researchers have expressed:
constraints should penalize only marked things. For example, Clements 1997 voices a
concern about “anti-tendency” constraints like *Nuc/a and * ONg/t:

(17) ..Voiceless stops are optimal syllable margins across languages; all known
languages syllabify voiceless stops as marginsin at least some circumstances, and
the great majority do in all circumstances. We might say instead that this
constraint expresses an antitendency—the contrary of a universally observed
tendency—which isregularly and consistently violated in all known
languages...[* Nuc/a] encapsulates the statement that ‘ members of sonority class a

[low vocoids] must not be parsed as a syllable Peak.” This statement ... expresses
an antitendency, since low vocoids constitute the optimal representative of the

class of syllable peaks across Ianguagas.9 (Clements 1997:299-300)
In the same vein, Pater 1997 excludes the constraint against voiceless obstruent onsets
from his onset sonority constraint hierarchy, and de Lacy 2002a argues (following
Kiparsky 1994) that unmarked things are not protected by special faithfulness constraints,

whereas marked things are.

° Clements actually goes on to add that constraints against consonantal margins and
vocalic nuclei in general are “antitendency” constraints—e.g., languages don’'t usually
balk at parsing most consonants as syllable margins, just as they do not shrink away from
vocalic nuclei. There is some evidence of these constraints activity. Pater 1997 discusses
evidence for constraints against the more sonorant consonants as onsets in child speech,
and there is also evidence from reduplication in adult languages such as Sanskrit
(Steriade 1988). In chapter 4, | discuss various evidence for the constraints against low-
sonority syllabic nuclei.
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Kiparsky 1994 also discusses markedness constraints, although his approach is to
doubly punish marked things rather than favor unmarked things—for example, he has
constraints against labial and dorsal place and constraints against consonantal placein
general. The latter constraint is not possible under Lenient Constraint Alignment,
assuming that unmarked consonantal placeis the least marked element on the place scale.
Lenient Constraint Alignment ensures that unmarked things enjoy a special, markedness-
free status in the grammar: they are literally unmarked because they do not violate the
relevant markedness constraints.

Anchoring all constraints in scales brings up the issue of how the resulting
constraints express hierarchical markedness relations—stringently or through a
universally fixed ranking. Thisissue arises whenever a scale has three or more levels, i.e.,
when two or more constraints are derived from it. Since the arguments about
stringency/fixed rankings are of little relevance to the topic of economy and would
detract too much from the main concern of this chapter, | refer the reader to the extensive
discussion in the works of Prince (1997b, 1997c, 1999) and de Lacy (1997, 2002a). What
| will do hereis provide amodified version of Constraint Alignment that is compatible
with the stringent formulation of hierarchical constraints.

The stringency version of Lenient Constraint Alignment isbased on de Lacy’'s
schema for scale-referring markedness constraints, given in (18). De Lacy’ s definition
maps every element in the scale to a markedness constraint. In the Lenient theory, the

modification is to exclude the least marked element (see (19)).
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(18) Featural scale-referring markedness constraints (de Lacy 2002a:30)
For every element pin every scale S, there is a markedness constraint m.
massigns a violation for each segment that either

(i) contains p
or (i) contains anything more marked than p in scale S.
(19) Lenient Constraint Alignment (stringent version)

For every element a|i > ninscae S (a,> an+1> ... an1 > am), thereisa
markedness constraint Cy,.
Cy assigns aviolation to every element that
(i) contains g
or (i) contains anything more marked than g;in scale S.

Given ascale X>-Y>Z, (19) yields two constraints—one that penalizes only Z, one that
penalizes Z or Y, and none that refer to X. Regardless of the ranking of *Z and *Z-0OR-Y,
candidate X emerges as the least marked, Y as more so, and Z as the most marked
member of the set. No constraint penalizes X, Y, and Z:

(20)  Stringent constraints generated by LCA

*7 § *Z7-OR-Y
a X :
b. Y *
c. Z * *

Just like the fixed ranking version of LCA (13), the stringent LCA maps every member of
the scale to a constraint except for the least marked member.

Simply leaving the least marked member of every scale off of the resulting
constraint hierarchy does not by itself rid CoN of economy constraints—for that, the
harmonic scal es themselves must meet certain requirements. These requirements are

discussed in the next section.
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2.25 Requirementsfor harmonic scales

Formally, scales are defined as partial orders: they are irreflexive, transitive, and

10
asymmetric. A scale cannot state that something is more marked than itself, and it
cannot reverse the markedness relation that it itself imposes. This means that scales of the
following sort areillegitimate:

(21) legitimate scales

a X>X (not irreflexive)
b. x>y>z>X (not irreflexive or transitive)
C. X>y>X (not asymmetric or irreflexive)

Second, scales cannot state that & is less marked than another member of a scale. H (For
now, | will use & in an intuitive sense, to mean roughly “something unpronounced.” A
more precise definition will be given in 82.2.7.) Zero already satisfies all markedness
constraints vacuously—including it in every (or any) markedness comparison introduces
a perilous redundancy into the grammar. To formally exclude such redundancies, the

following condition must hold of harmonic scales:

10
Irreflexivity: VX(—=RxX); transitivity: VxVyVz((Rxy & Ryz) — Rxz); asymmetry:
VXVY(Rxy — —Ryx)(Partee et al. 1993). Asymmetry impliesirreflexivity: if X ismore

marked than itself through transitivity, it is more marked than itself.

H | will restrict my attention to comparisons in the unmarked direction, though the
guestion whether a comparison can imply that & is more marked than something isan
interesting one. Given my framework, ascale like & > x can only give rise to a constraint
*@, which isagenera “have structure” constraint. Constraints that demand the presence
of specific structures are numerous, e.g., ONSET, FTBIN, PARSE-G, or Grimshaw’s (2003)
OBHEAD and OBSPEC (see §82.3.4). Yet general constraints like *J may present a
problem that is the opposite of Economy—~Profusion. For my purposes, it is sufficient to
require that & be banned from the unmarked ends of a comparison, though it may be
necessary to exclude & from scales altogether. This does not exclude things like syntactic
traces from scales—a trace can be defined as an empty projection that is contained in a
projection together with some non-empty projections.
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(22) NOZERO: No harmonic scale containing x impliesthat & > x.

Scales that disobey NOZERO include trivial binary comparisons (“© is better than
asyllable”), zero-extended scales (* J is better than a voicel ess obstruent, which is better
than a voiced obstruent”), or the more bizarre zero-linked scales (“atrace is better than
&, but & is better than a non-empty projection”).

(23) lllegitimate scales

a D>Xx
b. O>x>y
C. X>D>y

NOZERO applies to both primitive and derived harmonic scales, though it applies
to derived scales only vacuously: Harmonic Alignment is simply not set up to produce
zero-extended scales. Recall from 82.2.2 that Harmonic Alignment applies to prominence
scales, whose high end is occupied by a prominent segment such asalow vowel or a
prominent position, e.g., the syllable peak. Zero cannot belong at the prominent end of a
prominence scale, because anything is more prominent than &. Asaresult, & can never
be at the unmarked end of a harmony scale. As for primitive harmonic scales (such asthe
obstruent voicing scale) and the more formal scales (discussed in 82.2.6), these are
prohibited from containing & by (22).

The NOZERO principle might seem redundant if all scales can be stated in
stringent terms. In a stringent scale, the unmarked is the superset of the marked. For
example, in the stringent version of the vowel nasality scale, vowel ~nasal vowel (V-
Vhas), the marked nasal vowels form a subset of all vowels (Thisway of looking at

markedness is reminiscent of underspecification—see Archangeli 1984, 1988, McCarthy
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and Taub 1992, Pulleyblank 1988, Steriade 1995). Zero-extending the scaleto & s~ vowel

»>nasal vowel violates the subset relationship, because & is not a superset of vowel.

It is doubtful whether this approach can be extended to all scales, however. The
problem is that once we move past the relatively simple featural markedness, stating
scales in stringent terms becomes very difficult. For example, athough nasal vowels are
marked in general, they are not marked when adjacent to anasal consonant. Conversely,
oral vowels arein general unmarked, but they are marked when adjacent to a nasal
consonant: VpasN is more harmonic than Vg g N. A non-stringent scale for thisis
straightforward: VnasN >~ VoraN. Stating this markedness relationship in stringent termsis
achallenge—neither of the unmarked sequencesis a superset of the marked. The sameis
true of many other markedness relationships—in the majority of cases, it is not possible
to identify the marked structure by labeling it with a feature that the unmarked structure
lacks. For this reason, the NOZERO principle is a necessary part of the theory.

Even though scales cannot state that & is more harmonic than a non-null
structure, aranking can still select @ as the most harmonic candidate. Thisisacrucia
aspect of the theory to which | will returnin §2.2.7.2.

At this point, it is appropriate to consider a broader range of constraints and the
harmonic scales on which they are based.

2.2.6 Relating markedness constraintsto scales

The purpose of Lenient Constraint Alignment and the principles governing scales
that were identified in 82.2.5 isto prevent constraints from penalizing all structure
indiscriminately, as economy principles do. This theory of economy can only succeed if

all constraints are derived from scales—otherwise there is no way to ban arbitrary anti-
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structure constraints like * STRuc(c) from CoN .12 This subsection identifies some issues
in relating various kinds of markedness constraints to scales.

Scales are thereal primitive in this theory—constraints are not. Ultimately,
finding appropriate scales for previously proposed constraintsis a problem for the
anayst, not for the theory proposed here. For the purposes of this proposal, scales are
required to express the relative ill-formedness of a particular form or structure and give a

viable non-null aternative to it, but exactly how thisis doneis a separate matter. In this

13
section, | discuss some possible formulations of scales for paradigmatic, syntagmatic,

and alignment constraints, though it should be kept in mind that there is no genera
“recipe’ for scales.

Paradigmatic constraints are context-free constraints that ban segments with
certain combinations of features—for example, *1, * FRONTROUNDV, *V0ICEDOBS, and
*NASALV. Scalesfor such constraints are not hard to find: they reflect the relative

markedness of some feature combination, e.g., “front rounded vowels are more marked

than front unrounded and back rounded vowels.”

o Alan Prince (p.c.) remarks that this is a necessary condition but not a sufficient one.
Even if all constraints are lenient and derived from proper scales, it isalso crucial that
inputs be unrestricted. If inputs are restricted in any way, the theory will not achieve its
results. For example, if the vowel inventory of alanguage is somehow artificialy limited
to{i, y, o}, the constraints against these vowels will act as economy constraints. For this
reason alone, richness of the base must be a crucial assumption in the present theory. In
chapter 4, | discuss cases where constraints against marked vowels interact with MAxV
to produce economy effects, but these effects hold only over words that have such
vowels—the rest of the language is unaffected precisely because inputs are unrestricted.

13
The terms “ syntagmatic” and “paradigmatic” in reference to constraint varieties are
due to Pulleyblank 1997.
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(24) *FrRoNTRouUND “If avowsel isfront, it is not round.”
Vowel rounding scale: {[+front, -round], [-front, +round]} > [+front, +round]

Syntagmatic, or context-sensitive constraints, are based on more complex scales.
The levels of these scales are occupied not by simple feature combinations but by
sequences of segments and by structural configurations. For example, the scale for ONSET
must state that consonant-initia syllables are superior to vowel-initial syllables:
(25) Onsetscale [6C... > [6V...

Syntagmatic (context-sensitive) constraints don’t always refer to linear sequences
of segments—many such constraints prohibit structural configurations. The scales for
these constraints scales may be based on formal principles as opposed to the more

phonetically oriented ones. For example, Cohn and McCarthy 1994/1998 derive the

14
constraint  *(HL) from a scale based on the Grouping Harmony principle (Prince 1990).
This scale shows a preference for a greater weight ratio between the second and the first

syllable of afoot:

15
(26) GRPHARM, or *(HL)
Grouping Harmony scale: (LH) > (LL), (HH) > (HL)

Again, just like the nasalization and onset scales, the Grouping Harmony scale orders

structural configurations from most harmonic (LH) to least harmonic (HL). By Lenient

14
H stands for “heavy syllable,” L standsfor “light syllable,” and round brackets () are
pI aced around feet throughout.

Based on aternary scale like Grouping Harmony, one would expect a constraint that
bans HH and LL, aswell. Cohn and McCarthy do not propose one. Of course, HH is
ruled out by Prince’s (1990) WSP. LL violates SWP (see §2.3.2.3 and chapter 3).
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Constraint Alignment, thereis a constraint against (HL), but none against (LH). 1 The
scalein (26) contains al the necessary information for formulating a constraint: it
describes the most marked configuration, (HL), and offers some viable alternativesto it,
i.e., (HH), (LL), and (LH).

In addition to paradigmatic and syntagmatic constraints of the sort already
discussed, athird subtype of markedness constraints has been proposed: Alignment
constraints (McCarthy and Prince 1993a, Prince and Smolensky 1993). Theseraise a
formal issue of some importance to scales. Alignment constraints evaluate forms
gradiently: for example, ALL-FT-L (ak.a. ALIGN (Ft, L, Wd, L)) assigns a violation mark
for every syllable that separates the | eft edge of afoot from the left edge of a prosodic
word. This gives Alignment an economy flavor: the longer the word, the worse its
violations will be. (The economy potential of Alignment iswell-known; see 82.3 and
especially 82.5.2.2).

Interestingly, there is no straightforward way to relate Alignment constraints to
harmonic scales. The problem isthat gradient constraints of this sort are able to make an
infinitely large number of markedness distinctions, and therefore they require scales of
infinite length. Y et scales of infinite length are an impossibility in Optimality Theory:
ConN isfinite, so scales must be as well (see McCarthy (to appear) for some related
discussion).

Thus, the least marked element on the scale for ALL-FT-L is not null—it is afoot

that is perfectly aligned (in this, aignment constraints differ from * STRUC constraints; see

16

Whichisnot to say that LH isauniversally well-formed foot. LH may be banned in a
trochaic system by a high-ranked WSP, but it will never beill-formed in an iambic
system.
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§2.5.2.2). Y et the scale does not end by stating that a misaligned form is more marked
than a perfectly aligned form—it goes on to state that a perfectly aligned form is more
harmonic than one misaligned by one syllable, which isin tern less harmonic than aform
misaligned by two syllables, which isless harmonic than aform misaligned by three
syllables, and so on ad infinitum.
(27) Gradient ALL-FT-L: [pwd (rt--- > [0 (/... > [00 (&t ... = [6060 (k... > ...

The infinite scale problem is adistinctly different matter than a constraint’s ability
to order candidates according to their magnitude of violation of a categorical constraint.
For example, the ONSET scale states that a consonant-initial syllable is more harmonic

than avowel-initial syllable. In ordering candidates, ONSET will impose the ordering {a

~a.a>a.aar ..}, but asMcCarthy (to appear) argues, the ability to keep track of

multiple loci of violation is a necessary aspect of EVAL.17 It is unnecessary and
undesirable for scales to count loci of violation—it is sufficient that constraints do so.

It is possible to avoid the infinite scale problem by reformulating the scale in (27)
in amore elegant form (see (28)). Note that this particular formulation distinctly
resembles an economy principle, since sizeis amatter of comparison here:

(28) Gradient ALL-FT-L: [pwaOn (rt..- > [PrwdOn+1 (e ---

The n~n+ 1 aspect of this scaleis a property that scales for categorical constraints

lack, since those constraints are finite orderings. Nothing in the present theory rules out

scales like (28), but there are other ways of excluding them from CoN: gradient alignment

17
As Prince and Smolensky (1993) repeatedly emphasize, EvVAL does not really “ count,”
rather, it compares the magnitude of violation of a constraint by different candidates.
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constraints violate McCarthy’s (to appear) definition of an OT constraint. Prohibiting

18
gradience at scale level is not formally necessary to exclude it from the theory.

Theissueis actually more general: what about scales of the form ¢ >~ oo ~ coo >
0000 ... OF On ~ One1 (Where nz0)? Scales of thisform will give rise to constraints that

do not necessarily prefer & to any other candidate but are still intuitively economy

constraints—they favor smaller structures over larger ones.19 The problem hereis that
scales of this sort have no formal or substantive grounding. In addition to meeting the
formal requirements on scales set forth in the present theory, scales need to express real
linguistic tendencies; there is not evidence that the markedness of aform is proportional
to the number of syllablesin it. Another problem with “counting” scalesis that
languages—to put it simply—do not count. For all of these reasons, “counting” scales
cannot be a part of the grammar.

To anticipate the upcoming discussion, it may now be apparent that economy
constraints cannot be readily derived from any legitimate scales. The hallmark of atrue
economy constraint isits preference for & above all other structures along a particular
dimension of markedness; e.g., to * STRUC(c), & is better than a syllable, and to
*VLESSOBS, & is better than an obstruent. This point will be made precisein §2.4.4,
where | will show that all * STRUC constraints share acommon property in their relation

to scales and are thereby prohibited from CoN under the Leniency hypothesis.

18 This problem with gradient constraints is not an issue in any of the case studiesin this
thesis—categorical constraints are used throughout. See §2.3.2.2 for an introduction to
ENDRULE-L and ENDRULE-R, which take over some of the functions of ALLFT-L and
ALLFT-R. The analysesin chapters 3 and 4 make extensive use of categorical constraints.

19
Thanks to Andries Coetzee for bringing this to my attention.
36



In summary, this subsection examined some issues in relating different kinds of
constraints to scales. For my purposes, scales simply state that some configuration is
marked relative to at least one other. | applied this general approach to just afew context-
sensitive and context-free constraints. In the chapters that follow, | provide scalesfor all
the markedness constraints used in the anal yses.

2.2.7 Null Outputs

2.2.7.1 Defining the Null Output

The notion of aNull Output,20 or &, is of great importance to the proposal, since
scalesin CoN are prohibited from implying its relative well-formedness. This section
discusses the structural nature of & and addresses its status in the theory.

Formally, the Null Output can be a number of things: a prosodic structure that is
segmentally empty, an output in which every input segment has been deleted, or a
segmentally empty output that bears no correspondence to the input at all. What | will do
here istalk about how the present theory can be reconciled with the various proposals
regarding the nature of the Null Output, though the theory need not be committed to any
one of these proposals.

Under Prince and Smolensky’ s Containment model of input-output mappings,
material can never literaly removed from the output, but it can be prosodically
underparsed. Thus a candidate in which every segment is deleted is formally the same as

an unprosodified segmental string. Under Containment, there is only one type of Null

20 The Null Output is often discussed in the context of absolute ill-formedness. For
discussion and applications of the Null Output, see Bakovic and Keer 2001, Benua 1997,
Cohn and McCarthy 1994/1998, Kager 2000, Legendre et a. 1998, McCarthy to appear,
Orgun and Sprouse 1999, Raffelsiefen 1996. See also the review in McCarthy 2002b:230.
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Output—a partially or fully unprosodified candidate, which is“uniquely unsuited to life
in the outside world” (Prince and Smolensky 1993:51). To be “partially unprosodified”
means to lack an entire layer of prosodic structure. Thus, an output that has at least some
of each of morae, syllables, feet, and prosodic word structure is fully prosodified in their
sense, even if it has some extraprosodic material. This Null Output does not have any
faithfulness violations, but it has egregious violations of constraints of the PARSE family
(PARSESEG, PARSE-G, and so on), which require elements to belong to proper levels of
the Prosodic Hierarchy. Every segment of such an output isliterally extrametrical.
Under Correspondence Theory (McCarthy and Prince 1995), more than one kind

of output can be null because there is more than one way for a candidate to be unfaithful.

There are two kinds of Null Output: ©, whose correspondence relation to the input is

undefined (M cCarthy to appear), and e, where every input segment has been deleted

(Benua 1997). These two kinds of Null Outputs differ in their faithfulness violations. ©

violates Prince and Smolensky’ s M-PARSE (which militates against non-realization of
morphemes), e violates |O-MAX (which militates against the deletion of individual
segments):
(29) A Null Output is any candidate that

a. violates M-PARSE (McCarthy to appear),

b. contains no correspondence relations that satisfy |O-MAX (Benua 1997),

c. lacks one or more PH levels (Prince and Smolensky 1993).

Despite formal differences, all of these Null Outputs share a common trait: they
lack phonetic realization. The theory may not be so rich asto permit all of these versions

of the Null Output, but no scale can imply that a structure without a phonetic realization

(regardless of itsformal nature) is more harmonic than a non-null structure.
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2.2.7.2 The status of Null Outputs in the theory

Although the Null Output cannot be more harmonic than a non-null structure on a
harmonic scale, the Null Output can be less marked than another candidate with respect
to amarkedness constraint. Thisis crucial to the theory of economy effects devel oped
here: no individual constraint prefers a Null Output to every other candidate, but a
ranking can. Thisis because markedness constraints do not include any instructions on
how to fix the markedness problem, as in: “replace a nasal vowel with an oral one.” The
grammar isfree to select any alternative to a nasal vowel—a nasal consonant, an ora
vowel, &, or any other form that is selected by other markedness and faithfulness
constraints in the ranking.

Thisis schematically shown in (30). Given these constraints, any one of the
candidates {x, y, &} isapossible winner in some language. If al the constraintsin (30)
dominate MAX, candidate (c) will be selected as the winner.

(30) The set of possible winners

Ix/ *X P MAX IDENT
a X * : i

b.y | | *
c.Q L

Thisisactually apoint of difference between the theory presented here and
Targeted Constraint Theory (Wilson 2000, 2001, see aso McCarthy 2002a). In Targeted
Constraint Theory, constraints are also based on comparisons between forms, but thereis

asignificant difference. Targeted constraints are not capable of comparing two candidates

unlessthey are explicitly set up to compare them. For example, aconstraint “Y >X" will

impose the harmonic ordering {y >~x} on the candidatesin (30), but they cannot assess
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the harmony of x relativeto @ or of y relative to &. Moreover, Targeted Constraint
Theory does not necessarily rule out constraints of the form “&J > X.” In the Lenient
theory, every constraint is capable of evaluating every candidate: even though & isnot on
the scale that * X in (30) is based on, * X is still able to compare & to x or to y. The reader
isreferred to Wilson 2000, 2001 and to McCarthy 2002afor further discussion.

To sum up, athough individual markedness constraints are not set up to favor &
above all other candidates, the grammar can do so under a particular ranking Thisisa
crucia ingredient for economy effects—we want deletion to be an option in at least some
Cases.

2.2.8 Section summary

In this section, | outlined a proposal for the structure of the constraint set CoN.
According to this proposal, al markedness constraints must be based on scalar
comparisons between marked structures and non-null unmarked structures. This approach
offers anew way to look at markedness: to say that x is marked isto say that thereisa
non-null y that isless marked than x. One of the mechanisms of the theory is alenient
reformulation of Prince and Smolensky’s Constraint Alignment, whereby the least
marked element on every markedness scale is not mapped to a constraint but other levels
are.

This modification of CoN has a significant consequence: no constraints can
penalize structure for the sake of penalizing structure. Any dispreference for structure,
aso known as economy, must follow from the interaction of constraints in language-
specific grammars. The next section explores thisin more detail by demonstrating how

severa economy effects are derived in the theory.
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2.3 Economy effects through constraint interaction

2.3.1 Introduction

While economy principles and constraints do not exist, economy effects do.
Broadly speaking, there are two kinds of structural economy effects. The first might be
called limited structure building—the number of structural nodesin agiven input is
minimized. For example, instead of giving each of two syntactic phrasesits own
phonological phrase, the two syntactic phrases are lumped into a single phonological
phrase whenever possible (see Selkirk 1995a, Truckenbrodt 1999 and others). The second
isamore aggressive effect that resultsin actual deletion of input elements, such as
truncation, syncope, and other processes that visibly make the output smaller.

| argue that the dispreference for structure can always be reduced to the
interaction of other factors—there is never an overarching economy principle at work. As
long as deletion is an available option in the grammar, some markedness constraints will
be satisfied by deletion at least some of the time. Crucially, though, deletion is never the
only option for satisfying a particular markedness constraint—it may be so in agiven
grammar, but there will be other grammars that achieve the same markedness goal in
another way.

Recent work in OT has been rather successful in explaining many economy
effectsin terms of independently motivated constraints. In the remainder of this section, |
will review some of the existing work on the subject and discuss afew new possibilities

for analyzing economy effects.
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2.3.2 Limited structure building

2.3.2.1 Onebig structure is better than two smaller ones

First, let’slook at the preference for fewer structures. Consider the
aforementioned preference for “lumping” several syntactic phrasesinto asingle
phonological phrase. Truckenbrodt 1999 proposes that this lumping is the effect of a
constraint WRAP-XP, which requires each XP to be contained inside a phonological
phrase. This constraint conflicts with ALIGN(XP, PhP). When several smaller XPs are
contained in alarger XP, WRAP-XP penalizes all outputs that place smaller XPsinto their
own phonological phrases without “wrapping” the larger XP into one, but alignment
constraints ban X P edges that do not coincide with phonological phrase edges.

(31) WRrAPand ALIGN, after Truckenbrodt (1999)

WRAP-XP | ALIGN (XP, PhP)
(eoplxpi[xr2 ] [xps ]]) v *(XP3)
[xpi(prelxpz D(erelxes D] | *(XP1) v
(pre[xp ) v v

Intuitively, neither of the constraintsin (31) is an economy constraint: they do not count
phonological phrases, since only the correspondences between edges matter. These are
also not economy constraints from the formal point of view, since they can be related to
scales that compare two non-null structures: awell-phrased one and a poorly phrased one.

Yet if WRAP-XP dominates ALIGN, the effect will be a preference for fewer but larger
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phonologica phrases—i.e., a structural economy effect in the sense of Chomsky 1991,

21
1995 and Rizzi 1997 but without economy principles or constraints.

2.3.2.2 The"“one foot per word” effect: one structure is better than many

Another class of limited structure building effects involves situations where only
one constituent is built even though more than oneis possible, but the size of the
constituent is constant. An example of such an effect is non-iterative foot parsing.

First, alittle background. In the theory of foot parsing of McCarthy and Prince
19934, b, whether alanguage has iterative footing or non-iterative footing depends on the
relative ranking of gradient alignment constraints and PARSE-G. PARSE-G demands that
every syllable belong to afoot, while ALL-FT-L and ALL-FT-R require that every foot in
aword stand at an edge, assigning violation marks for every syllable that stands between
the edge of afoot and the edge of a prosodic word. Economy of footing, or the “one foot
per word” effect, is obtained when either ALL-FT-L or ALL-FT-R dominates PARSE-G; the
relative ranking of the alignment constraints determines whether the single foot is at the
left or the right edge.

(32) The“onefoot per word” effect in gradient alignment theory

ALL-FT-L | ALL-FT-R | PARSE-G
a (oo)oo : o : ¥
b. 6o(c0) ¥ ¥
c. (oo)(o0) ¥ 5 o

21
Paradoxically, Truckenbrodt still employs a* STRUC constraint in his system, * P-
PHRASE, though it is never crucially active—it never makes any distinctions that other

constraints do not make.
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Kager 2001 argues that this constraint set overgenerates, imposing a symmetry on the
typology of iambic systems that is not matched by the observed data (see also McCarthy
(to appear) for other arguments against gradience in OT). An alternative to gradient
alignment for deriving the “one foot per word” effect are the categorical ENDRULE
constraints (McCarthy to appear), which are OT adaptations of Prince’ s (1983) proposal.
The definitions of these constraints and their harmonic scales are given below.

(33) ENDRULE-L: “The head foot is not preceded by another foot within the prosodic
word” (McCarthy to appear).
Harmonic scale: [pwg X (HdFt)...] > [prwd --..(Ft)... (HdFt)...] X not afoot

(34) ENDRULE-R: “The head foot is not followed by another foot within the prosodic

word” (McCarthy to appear).
Harmonic scale: [...(HdFt) X prwg] > [...(HAFt) (Ft) prwd]

ENDRULE constraints interact with PARSE-G as shown in (35). A word with just
one foot and no unfooted syllables satisfies both of the ENDRULE constraints and PARSE-
c: the main stress foot is not preceded or followed by another foot in the word. A word
with asingle foot that contains some unfooted syllables still satisfies both of the
ENDRULE constraints, but it incurs some violations of PARSE-c—the longer the word, the
more violations. Exhaustively footed words with more than one foot will violate either

ENDRULE-L or ENDRULE-R, depending on the position of the main stress foot.



(35) ENDRULE constraints and the “one foot per word” effect

ENDRULE-L | ENDRULE-R | PARSE-G

(50)

(oo)o *

(oo)oo o

**

66(60)

(oo)ooo el

(oo)oooo HEE

(S0)(50)

(o0)(30)

(S0)(c0)(c0)

(60)(c0)(30)

Collectively, these constraints distinguish between words with one foot and words
with more than one foot, but feet are not counted beyond that. The only counting is done
by PARSE-G, which assigns violation marks for every additional instance of an unfooted
syllable. This constraint set turns out to make all the necessary distinctions: in chapter 3
we will see languages where the number of unfooted syllablesis minimized, but the
number of footed syllablesis never minimized except as afunction of the foot’s well-
formedness (more on thisin the next subsection.) No constraint forbids feet per se.

2.3.2.3 A smadller structure is better than a bigger one

This particular class of effectsisin away the opposite of the kind discussed in
§2.3.2.1, which reveals a certain lack of real unity to economy effects—a problem for
overly economy principleslike Rizzi’s (1997) “Avoid Structure.” At a certain level of
analysis, the preference for smaller structures over larger onesisrealy just avariation on
the “oneis better than many” effect. Thisistrue of the preference for monosyllabic,
heavy trochees (H) over trochees that consist of two light syllables (LL), whichis

instrumental in the case study of Tonkawain chapter 3.
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In the metrical theories of Prince 1990 and Hayes 1995, H and LL trochees are
treated equivalently: they are both binary at the moraic level and they are both even (in
terms of weight). For Prince 1990, thisis the cumulative effect of FTBIN and GRPHARM,
since both feet are equally unmarked with respect to these constraints. Yet it is not the
case that no constraint distinguishes between H and LL trochees—the STRESS-TO-
WEIGHT PRINCIPLE does. H satisfies the requirement for foot heads to be heavy, yet it is
not the only foot to do so—as shown in (36), HL feet do as well. Only H satisfies both
SWP and GRPHARM:

(36) Syllable economy in trochees through constraint interaction

[patal SWP | GRPHARM
a (péat.ta) HL i *

b. (p4ata) HL *

c. (pa) H :

d. (pat)taH

e. (pata) LL *

Neither of the constraintsin (36) prefers smaller structuresto larger ones or
counts syllables, yet collectively they converge on H as the best foot. The fact that it is
monosyllabic is not a virtue by itself—rather, its weight distribution is its best attribute.
Note also that among iambs, there is no preference for H over LH—unevennessis praised
iniambs, and both H and LH satisfy the requirement for foot heads to be heavy. In
§2.5.2.1, | will argue that their harmonic equality is supported by typological evidence.

To summarize, limited structure building effects result from the interaction of
regular markedness constraints—no economy principles are necessary to derive them. In
the next section, | turn to the more aggressive economy effects—ones that actually

involve deletion of input material.
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2.3.3 Deletion of input structure
Deletion is one of the most striking economy effects—it visibly makes the output

shorter. Early on, Zipf (1949) observed that frequently used words and names undergo

truncation (e.g., popular — pop), which he attributed to a general Principle of Least

Effort that, he argued, governs many aspects of human behavi or.22 Since then, severa
linguists have shown that deletion (including truncation) is governed by the same
constraints that are instrumental in non-economy processes. In this subsection, | show
how a number of size maximum restrictions can be derived by appealing to regular
markedness constraints for which there is independent motivation outside of economy
processes.

2.3.3.1 Foot-sized maximaderived

A major player in truncation is the metrical foot. 1to 1990 demonstrates that
truncated forms of English loanwords in Japanese must be large enough to fit adisyllabic
trochaic foot template (e.g., herikoputaa— he.ri ‘helicopter,” not *he). The same istrue
of hypocoristics and other forms of truncation, where the foot restricts minimal size
(Bethin 2002, Crowhurst 1992, McCarthy and Prince 1986, 1990, Weeda 1992,
Woodbury 1985). If economy isredly all that matters, then why not go with the shortest
pronounceable word, e.g., one that isjust asingle light syllable? Clearly, crucia hereis
not size per se but prosodic well-formedness.

Particularly telling are cases where the foot is not only the size minimum but also

the size maximum. Consider truncation in the speech of child learners of English (Pater

22
For anice overview of Zipf's Law (ak.a. the Zipf-Mandel brot-Pareto Law) and

critique of Zipf’swork, see Rapoport 1982.
47



and Paradis 1996, Pater 1997). Adult words of three syllables or longer are clipped to two
syllables, but some disyllabic words (e.g., giraffe) are also truncated:

(837) Truncation in child speech (Pater 1997)

a wa&:dit ‘rabbit’
b. tédo ‘potato’
c. we:f ‘giraffe
d. gabeds ‘garbage’

Pater 1997 observes that truncated words in child speech are not conforming to a
disyllabic template—rather, the output of truncation isinvariably atrochaic left-aligned
foot. This explains why disyllabic words like giraffe undergo truncation—the adult form
contains an unfooted syllable at the left edge, which is marked. Pater’ s analysisis an
extension of McCarthy and Prince’s (1994a) analysis of Diyari foot-sized reduplicants
(discussed shortly). Pater argues that the foot-sized size maximum emerges from the
interaction of ALL-FT-L, PARSE-c, and MAX (see (38)). Disyllabic words that already
have trochaic stress, e.g., ‘rabbit,” do not undergo truncation. Disyllabic words that are
stressed on the last syllable must be shortened so they are exhaustively parsed:

(38) Truncation without economy constraints in child speech

ALL-FT-L | PARSE-G | MAX

‘rabbit’ a = (wa:dit) ;

b. (W&b) *k |
‘g| raffe C. @(erf) i * %

d. gi(wef) SR
“hippopotamus’ | e. == (pdmus) ! x|k

f. (hippo)(pdmus) *k | ; **

g. (hippo)(p6ta)mus ** ; *

Thisisreally avariation on the “one foot per word” effect discussed in 82.3.2.2, except
hereit is coupled with a“no unfooted syllables” restriction. (Note also that the same
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effect can be obtained if ALL-FT-L isreplaced with the non-gradient ENDRULE-L
constraint in this tableau.)
Truncation in child speech is not shortening for the sake of making words

shorter—clearly, it matters whether the adult word violates certain constraints.

Shortening ‘rabbit’ to something like wat would produce a more economical output that

isalso atrochaic, binary foot—witness ‘ giraffe’ — wa#f. The reason shortening does not

apply hereisthat no metrical markedness constraint calls for it. An economy
trigger/markedness blocker explanation (e.g., FTBIN>>* STRUC(G)>>MAX) would
incorrectly predict that all words should be clipped downto aCVC or CVV binary
trochaic foot.

Pater argues that, although metrical markedness constraints are ranked below
MAx and can be violated in adult English, they still have visible effects. The interaction
of ALL-FT-L and PARSE-c produces the so-called initial dactyl effect (McCarthy and
Prince 1993a): when atrisyllabic sequence precedes the main stress, secondary stress
usually appears on theinitial syllable, e.g. (Tata)ma(géu)chi not Ta(tama)(gdu)chi. ALL-
FT-L enforces the requirement for the first syllable to be footed in adult English and in
child English alike.”-

Just like words in child speech, reduplicative morphemes in many adult languages

are limited to afoot-sized unit (McCarthy and Prince 1986, 1993b). A famous example of

thisisreduplicant disyllabicity in Diyari (McCarthy and Prince 1994a). Although non-

23
In atheory with only categorical constraints, the effect has to be attributed to a

different constraint. McCarthy (to appear) suggests PARSE-G1, which requires the first

syllable of the word to be footed—a kind of positional markedness constraint.
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reduplicated forms can be longer than two syllables, the reduplicant is limited to the size
of atrochaic foot:

(39) Diyari reduplicant disyllabicity (McCarthy and Prince 1994a)

a /RED-wila wila-wila ‘woman’
b. /RED-nankanti/ nanka-nankanti ‘catifish’
c. /RED-tilparku/ tilpa-tilparku ‘bird species

McCarthy and Prince argue that the reduplicant is not just squeezed into a
disyllabic template—rather, it has all the properties of the prosodic word in the language,
including separate stress and no word-final codas (Austin 1981). The difference between
the marked base and the unmarked reduplicant is that the reduplicant must be an
exhaustively footed monopod, whereas the base does not have to be either. Again, well-
formedness isimportant here, not shortness.

An interesting variation on the size maximum restriction holds of prosodic words
in Maori, which de Lacy 2002b also analyzes in terms of metrical well-formedness
constraints. Thetwist isthat Maori words can contain unfooted syllables, but they cannot
be footable—trisyllabic words are acceptabl e but quadrisyllabic words are not.

Truncation in Maori is often used to clip words down to the maximally trisyllabic
size, but sometimes truncation does not reduce the size enough—there are still footable
syllablesin the word. De Lacy argues that in these cases, epenthesis applies, so that part
of the word can form a separate prosodic word. Thus, in the first word in (40), hikéia, the
suffix —ia is mapped faithfully because the word fitsinto the single-foot limit, but in
kopoua, the suffix losesits first vowel. In longer words, though, deleting the single vowel

does not produce the necessary improvement; in words with three moras and longer, the
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suffix heads its own prosodic word (square brackets indicate prosodic word boundaries,
periods indicate syllable boundaries):

(40) Maori maximal words:. truncation and augmentation (de Lacy 2002b)

a /hikaiad — [hi.(kd).q] ‘plant passive
b. /kopou-ial — [ko.(pou).a] ‘appoint passive
c. [tapuhi-iad — [(tapu).hi] [(ti.a)] ‘sort out’ not * (tdpu)hia

De Lacy’' s gradient constraint analysis can be easily recast in terms of ENDRULE
constraints, since ENDRULE constraints subsume the functions of his constraint * Ft- “no
non-head feet.” This analysisis sketched out in (41).

(41) Maori maxima words

ENDRULE(L/R) | *LAPSER | DEP-C | MAX

Ikaragatal | a. = (kéra)na
b. (kara)nata
c. (kara)(néta)

*|

*|

/kopou-ia/ | d. =ko(pdu)a 5 *
e. ko(pdu)ia L *]
f. ko(pou)(ia) * Z

g. [ko(pou)][(tia)] | *!

Jtapuhi-ia | . [(GBpu)hi] [(tia)] ; x
k.[(tApu)hia] Y .
I. [(tBpu)(hia)] * g :

ENDRULE dominates MAX together with * LAPSEE; * adjacent unstressed moras must be
separated by afoot boundary” (which de Lacy adopts from Green and Kenstowicz 1995,
Prince 1983, Selkirk 1984b). Words that are just the right size (e.g., hi(kéi)a) will not

truncate, since they can be served with just one foot without any lapses. A hypothetical

input like /karanatal/ will have to be truncated because the only alternatives are lapses and

iterative feet, aswill ko(pou)a. Inputs like /tapuhi-ia/ are ssimply too long for deletion to

make any difference—witness the failure of (tapu)hia to satisfy * LAPSER. The only
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solution isto parse thisword as two prosodic words, which requires the epenthesisof tin
Maori. (Thereader isreferred to de Lacy’ s paper for a complete analysis of this complex
pattern.)

Being shorter isnot agoal in itself here—the well-formedness conditions that
hold of the Maori prosodic word are just as possible to satisfy by insertion as by deletion.
Deletion just happens to be preferred because MAX is ranked below DEp.

In general, the “one foot per word” effect results from the interaction of metrical
constraints with MAX. These constraints are not economy constraints—none of them
prefer smaller structures to larger ones. The preference emerges from their interaction in
language-specific rankings.

2.3.3.2 Thesyllable-sized limit on reduplicants: OO-correspondence

The prosodic explanation of foot template effects is now uncontroversial, but
maximal size can be limited to a unit that is even smaller than the foot. Thus, reduplicants
in many languages seem to copy as little as possible of the base (e.g., asyllable or even
just one segment), which several researchers have attributed to economy constraints

(Feng 2003, Riggle 2003, Spaelti 1997, Walker 1998, 2000, 2003). Interestingly, this size

24
restriction is not widely attested outside of reduplication, which makesit doubtful that

general economy constraints are the answer. | propose that the size restrictor in these

2 Walker 2003 argues that in Y uhup, all morphemes are limited in sizeto asingle
syllable: there is arequirement that morphemes and syllables correspond one to one.
However, in the data Walker cites from Lopes and Parker 1999, every syllable aso
happens to be either CVV or CVC, which suggests that the real generalization concerns
feet, not syllables. The fact that the foot is monosyllabic falls out under atrochaic
anaysis, assuming that SWP is high ranked. Walker notes that stressed syllables lengthen
in Y uhup, which suggests that this analysis is on the right track.
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cases is not economy but rather Output-Output faithfulness (Benua 1997, Burzio 1994,

Kenstowicz 1996a).25

The reduplicated form stands in transderivational correspondence with the non-
reduplicated form, which serves as the base in the OO-corespondence rel ationship. OO-
Dep (Benua 1997) requires that every segment in the reduplicated form have a
correspondent in the base, which effectively puts alimit on how much can be copied—a
violation isincurred for every segment of the reduplicant. The reason anything isrealized
at all isMoRPHREAL, which requires every morpheme to have a phonological exponent.
In most cases, then, reduplicants (underlined in (42)) will copy just enough to give the
reduplicant some realization, but not more:

(42) OO-correspondence and minimal copying in reduplication

base: pata MORPHREAL OO-DepP
input:/RED-pata/

a = pa-pata p

b. pata *1

C. pata-pata patal

Spadlti (1997) discusses several such cases. For example, in the Rebi dialect of
West Tarangan, a single consonant is copied wherever possible, while a syllable is added
only where necessary. The reduplicant always immediately precedes the stressed syllable.

As the patterns below show, the reduplicant copies a single consonant if it can serveasa

codato the pretonic syllable, asin bimtémana and tarpuran. Single segment reduplication

25

Alber 2001 suggests that another pressure can act as a size restrictor for reduplicants:
the requirement that every segment of the output be in the root-initial syllable (cf.
Beckman 1998 on MAX-POSITION constraints). The full implications of this remain to be
Sseen.
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isblocked if the preceding syllableis closed and a single consonant cannot be appended
to it, in which case the entire firsts CV C of the base is copied, asin paylawldwana (not
*payw.ldwana). Single segment reduplication is also blocked by the constraint against
geminates, so nanay reduplicates as nananay not * nan.nanay:

(43) Rebi West Tarangan reduplication (Spaelti 1997)

a /RED-bitema-na/ bimtémana ‘smal 3s.’ cf. bittmana
b. /RED-tapuran/ tarpuran ‘middle cf. tapuran
c. /RED-paylawa-nal paylawlawana ‘friendly 3s.” cf. paylawana
d. /RED-nanay/ nananay ‘hot’ * nan.nanay

The reduplicated and the non-reduplicated forms ook quite similar in the default
pattern—cf. tarparan and taparan. This similarity is achieved by copying as little as
possible, i.e., just asingle segment, while still realizing the reduplicative morpheme:

(44) Minimal copying in Rebi West Tarangan: just one segment

base: ta.pl.ran MORPHREAL OO-DEeP
input: /RED-tapuran/

a. = tar.pl.ran r

b. ta.pl.ran *|

c. tapu.ran-ta.pd.ran tapuran!
d. ta.pur.pu.ran pur!

In words that begin in a CVC syllable, infixation of a single consonant is ruled out by
* CoMPLEX, which overrides the effects of OO-DEP:

(45) Minima copying in Rebi West Tarangan: just one syllable

base: pay.lawa.na *COMPLEX | MORPHREAL OO-Dep
input: /RED-paylawa-nal

a v paylawlawana i law

b. paywlawana *1 W

Walker 2000 discusses a similar pattern for Mbe, where she argues anasal codais

the only exponent of the reduplicated part of a complex morpheme—in Mbe, if the
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reduplicant would have to copy an entire syllable, copying is blocked altogether. Here,
the relevant constraints on codas actually dominate MORPHREAL. The common thread to
these and other similar patternsis that reduplicants seem to be under arestriction against
increasing the size of the word, but only with respect to another word in the same
derivational paradigm. Thisis not syllable economy—it’s paradigm uniformity.

This account of minimal copying predicts that such size restrictions will hold only
of affixes (including reduplicative affixes) but not of stems. OO-DepP cannot have asize
limiting effect on stems, since these add nothing new to the base. Only affixes do, so only
they are limited in size to units smaller than afoot. This analysis aso eliminates the need
for the oft-criticized templatic constraint AFFIx<c (McCarthy and Prince 1994b). See
McCarthy and Prince 1999 for some discussion.

An aternative explanation for minimal copying isin terms of * STRuc(c) or
syllable alignment (Feng 2003, Riggle 2003, Spaelti 1997, Walker 2000, 2003). These
constraints apply not only to affixes but also to stems, so in principleit is possible for
them to limit the size of every morpheme to a single segment or asingle light syllable—
both effects are unattested. Since the OO-DepP analysis is sufficient and makes just the
right predictions, | suggest that the economy constraint analysis of minimal copying be
abandoned, especially since economy constraints are not needed for any other reason.

2.3.3.3 Haplology and the OCP

A group of deletion processes that might be called economy effectsinvolve
adjacent identical segments (OCP effects) or sequences (haplology). These are not
economy effects in the most obvious sense of the word, but they do result in shorter

outputs, and they have been analyzed in terms of economy constraints.
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In (46), two kinds of deletion are shown: in the first case, dubbed anti-
antigemination by Odden 1988, vowels del ete between identical consonants, which

appear as a geminate on the surface. Deletion does not apply between different

26
segments.  In the second case, Basque, deletion targets one of two adjacent obstruents

that are both continuant (or both non-continuant). In some cases, the entire consonant

does not delete but instead deaffricates (Fukazawa 1999 argues that thisis still deletion of

features). Deletion does not apply otherwise, asin the last two examples.
(46) OCP deletion

a.  Syncope between identical segments and gemination in Mussau (Blust 2001)

/papasal ppasa ‘outrigger poles

/gagagal gagga ‘tidal wave
biliki ‘skin’ *bilki, *bliki
karasa ‘whet, grind ablade’ *karsa, *krasa

b. Consonant deletion and de-affrication in Basque (Hualde 1991)

/bat paratu/  baparatu ‘put one

f/irabas-tsen/ irabasten ‘earn, win’

/hits-tegi/ histegi ‘dictionary’

fitf-tsen/ iften ‘open’
ibiltsen ‘walk’ *ibilten
esne ‘milk’ *ene

Morphological haplology can be defined as the non-realization of a morpheme
when it is attached to a stem that contains an adjacent identical sequence of phonemes, as
with the French suffix —iste [ist]. When the suffix attachesto a base that endsin a
sequence that is partialy or fully homophonous with —iste, part or al of the suffix is not

realized:

26
Here, the notion of adjacency hasto be stretched to include consonants separated by a
vowel—see McCarthy 1986 and Rose 2000b.
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(47)  French Haplology (de Lacy 1999, (a) and (b) from Corbin and Plénat 1992)

a /deiksis-ist/ deiksist ‘deixis+idt’ *deiksisist
b. /ametist-ist/ ametist ‘“amethyst +ist’ *ametistist
c. /ego-ist/ egoist ‘egoist’

These processes should be discussed in the context of arather general constraint against
identity, the OCP (Fukazawa 1999, Goldsmith 1990, Keer 1999, Leben 1973, McCarthy
1986, Myers 1997, Odden 1988, Rose 2000b, Suzuki 1998, Yip 1988, 1998; see also
chapter 4). A rather striking thing about the OCP is just how many ways there are to
satisfy it: dissimilation, allomorphy, lexical gaps, consonant deletion, syncope, and
suppletion are all observed effects. It appears, then, that there is nothing at all special
about deletion being part of this set—the interaction of the OCP with MAXx
straightforwardly predictsit.

Despite this range of effects, some have argued that structure-reducing operations
of the sort illustrated above are in some way specia and indicate that all structureis
marked. Thus, de Lacy (1999) argues that morphological haplology is economy-driven
coalescence. He observes that haplology does not always target morphemes with marked
features, asin the case of Arabic /ta+ ta+ kassaru/ — takassaru ‘it (fem.sg.) breaks;’
*tatakassaru (Wright 1971). Assuming that there is a markedness constraint against
everything, even the apparently unmarked ta, haplology can be analyzed using Economy
constraints of the * STRuc family and without resorting to constraints against adjacent
identical sequences. De Lacy presents several arguments against an OCP analysis of
haplology, but the OCP analysis has a strong virtue that * STRuc lacks: only the OCP can
be satisfied by dissimilation, allomorphy, and other processes that do not involve deletion

or coalescence.
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OCP-driven deletion of single segments has similarly been analyzed in terms of
economy principles. Because the OCP can target a sequence of any identical features and

not just marked ones, Fukazawa 1999 analyzes it as the Local Conjunction of Economy

27

constraints.  Asthe following quotation shows, this analysis also relies on the

assumption that the best structure is no structure:

(48) All thefeatures are marked in a sense; therefore, the constraints which prohibit
them exist in the grammar... Thus for example, although the [cor] featureis
relatively unmarked compared to the [dor] or [Iab] feature, it is still marked, and
the constraint against the [cor] feature does exist, namely, *[cor]. The OCP effects
on thisrelatively unmarked feature [cor] can be accounted for based on the self-
conjoined markedness constraint, namely, *[cor][cor]. In this respect, there are no
OCP effects which the self-conjunction approach cannot explain. (Fukazawa
1999:19)
| assume that what is marked here is repetition and identity of features, not their

mere occurrence (cf. Yip 1998). Any features can be targeted for deletion because any

features can be repeated.28

Economy principles can be used in this fashion to explain vowel harmony, tone
spreading, assimilation, Verner’s Law, and any other process that replaces a series of
feature nodes with one shared feature. To my knowledge, not al of these avenues have
been pursued, and for a good reason: these are processes that can just aswell be
explained as regular markedness effects. All economy effects can and should be analyzed

in terms of markedness constraints.

! Local Conjunction combines the power of two constraints to create a third constraint
that is active in a specific domain (Smolensky 1995). For example, the conjunction of
ONsET and NoCoDA in the domain of a syllable, [ONS& NOCODA] s, isaconstraint that is
violated by a syllable that simultaneously has a coda and lacks an onset, but not by a
syllable that violates only one of the two conjoined constraints.

28
Alderete 1997 argues that there is an implicationa universal here—if unmarked
features are targeted, then marked ones must be as well; see his analysis for more details
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2.3.4 Economy of structurein Grimshaw’stheory: a comparison

The approach to economy pursued hereisinspired by Grimshaw 2003, who also
argues that structural economy results from the interaction of independently motivated
constraints rather than special economy principles. However, there is an important
difference in the way the constraints in the two theoriestreat &.

Grimshaw 2003 shows for syntactic phrase structure that economy effects follow
from Alignment and constraints that require syntactic positions to be filled—constraints
needed for independent reasons. Although individually these constraints may prefer
larger structures to small ones, collectively they prefer smaller structures. The more
projections aform contains, the more violations of alignment it incursin Grimshaw’s
system (alignment is reckoned gradiently, with one violation mark assigned for every
projection that separates an element from the nearest phrase edge):

(49) Grimshaw’s phrase structure economy

HEAD-LEFT | SPEC-LEFT | COMP-LEFT
b. [Spec H Comp] * | | T
c. [[Spec H Comp] H Comp] * g BT
d. [[[Spec H Comp] H Comp] H Comp] ok e

Candidate (a) in (49) isas small as possible for a non-null structure and is perfectly
aligned because it contains only one element. Any more internal complexity resultsin
additional violation marks (b)-(d). Thisis an economy result—more structure means
more markedness, yet no special economy constraints are used.

A preference for smaller structures need not entail a preference for empty
structures. An interesting result of Grimshaw’ s system is shown in (50): anull projection

(a) is harmonically bounded by candidates like (b) and (c), which are just as well aligned
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and satisfy at least one constraint that requires positions to be non-empty (OB-HEAD
stands for “obligatory head,” OB-SPeC stands for “obligatory specifier”):

(50) Empty structure disfavored

OB-HEAD | OB-SPEC | HEAD-LEFT, SPEC-LEFT
al ] o ox v
b. [H] L v
c. [Spec] * i i v

No special constraints that prefer smaller structures are required in this system because
“economy of phrase structure is atheorem of the theory of phrase structure” (Grimshaw
2003:81).

Note, however, that the constraint set in (50) can actually favor wholesale deletion
of input material, because the deletion candidate & satisfies al of the constraints better
than any other candidate. The null candidate is structurally distinct from the empty
structure [ ]—it contains no projections, so it cannot violate OB-SPEC or OB-HEAD.

(51) Grimshaw’s constraints can favor wholesale deletion

OB-HEAD | OB-SPEC | HEAD-LEFT, SPEC-LEFT
al | A N
b. [H] B
C. [Spec] * !
d g

Grimshaw assumes that deletion is not alowed in syntax and that underlying
forms do not contain function words (see also Grimshaw and Samek-Lodovici 1995,
Grimshaw 1997, Grimshaw and Samek-Lodovici 1998). Whether or not deletion (rather
than underparsing) is actually allowed in syntax is not a settled issue. It might be argued
that GEN is not allowed to alter the semantic content of the input (Ackema and Neeleman

1998, though see Bakovic and Keer 2001, Legendre et al. 1998 for alternative views).
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However, deletion is necessary if inputs are unrestricted (Prince and Smolensky 1993): if
an input contains too many pleonastics, for example, asin *Mary did buy the book (with
unstressed did), they must be deleted and inflection must be inserted so that a
grammatical output is obtained. If deletion is not an option in syntax, then & isnot a
problem for this theory of economy effects.
2.3.5 Section summary

In this section, | argued that a variety of economy effects follow from the
interaction of constraints rather than from special economy principles. While individually
these constraints do not prefer smaller structures to larger ones, collectively they may
favor economical structure building and actual deletion of input material. Deletion is
always just one of several solutions, however—none of the markedness constraintsin the
Lenient theory of CoN are set up to favor & above all other candidates.

One economy effect not yet discussed has long evaded a markedness explanation:
vocalic syncope. Consider the following quote about a syncope process in Odawa:
(52) Why arule should enter the language which simultaneously opacates a

stress rule, destroys a surface alternating stress pattern and causes

wholesale allomorphy, seems a question worth pondering. (Kaye 1974:149)
From the point of view of syllable structure, syncope is indeed puzzling, since it creates
syllables with codas or complex onsets out of CV sequences. This has caused many
researchers to appeal to economy principles (e.g., *V or * STRuc(c)) and economy rules
(e.g., V—>O) (Hammond 1984, Hartkemeyer 2000, Kiparsky to appear, Kisseberth 1970a,
b, McCarthy 1986, Semiloff-Zelasko 1973, Taylor 1994, Tranel 1999). According to such
analyses, syncopeisageneral, default operation—vowels are deleted whenever they are

“unnecessary,” just as “unnecessary” structure is deleted. This can be described as Do
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Something Except When Banned (Prince and Smolensky 1993/2002). Under this view,
the burden on the analyst isto explain only why deletion is blocked in certain contexts,
but not why it istriggered in the first place.

Syncope is the empirical focus of chapters 3 and 4, where | argue that it results
from the interaction of regular markedness constraints with MAXV. Because of the wealth
and diversity of data, syncopeisan ideal ground for the study of economy; yet | argue
that there is no economy principle behind syncope—in fact, economy constraints are
shown to be insufficient, unnecessary, or harmful.

The next section of this chapter focuses on * STRUC constraints, showing that they
have harmful effects whether high ranked or not. Luckily, they cannot belong to CoN if
constraints are formulated leniently.

2.4 Ruling out * STRUC constraints

2.4.1 Introduction

In section 82.3 | argued that various economy effects follow from constraint
interaction, without special economy principles. Thisis not an assumption shared in
earlier OT work. To limit structure-building operations, Prince and Smolensky propose a
special family of Economy constraints, * STRUC:

(53) Constraints of the * STrRuc family ensure that structure is constructed minimally: a
notion useful in syntax as well as phonology, where undesirable options (move-o;
non-branching nonterminal nodes) typically involve extra structure... Pointless
nonbranching recursion is ruled out by * STRuc, and bar-level can be projected
entirely from functiona information (argument, adjunct, specifier). In Economy
of derivation arguments, there is frequently a confound between shortness of
derivation and structural complexity, since each step of the derivation typically
contributes something to the structure.

(Prince and Smolensky 1993:25, fn.13)
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In the time since * STRUC constraints were originally proposed (Zoll 1993, 1996), they
have been used in two senses that are not entirely distinct from each other: first, as a ban
against nonterminal levelsin some structural hierarchy (e.g., syllables), and second, as a
ban on every element in the representation (e.g., features).

Intuitively, what al * STRuC constraints have in common is that they militate
against al things, including those that are basic and unmarked. For example, * STRUC(G)
indiscriminately penalizes all syllables, whereas its more particular counterpart * 6,
bans only superheavy syllables (see Chapter 3). Similarly, *C “no consonants’ bans all
consonants regardless of position, whereas NOCODA or * CoMPLEX take syllable position
into account. It istempting to use this indiscriminateness as the unifying property of al
*STRUC constraints. Nevertheless, non-* STRUC markedness constraints can be less
complex or just as complex in definition as * STRUC constraints. No definitional property
can usefully distinguish *Nuc/t, a markedness constraint that expresses a strong cross-
linguistic generalization, from *Nuc/a, a* STRUC constraint whose only effect is
economy (see §2.2.3 and 82.2.4). * STRUC constraints must therefore be identified by their
external properties—the kinds of candidates that they penalize and their formal origins.

The theory of CoN developed in 82.2 offers away to define * STRUC constraints:
they are the constraints that penalize the least marked non-null element on the relevant
scale. In the remainder of this subsection, | will show how both kinds of * STRuc
constraints are ruled out from CoN under the proposed theory and why removing them
from CoN is necessary. But first et us review the two types of * STRuUC constraints that

have been proposed in OT (882.4.2, 2.4.3).
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2.4.2 Prosodic Hierarchy-referring constraints

Prince and Smolensky’s and Zoll’ s origina * STRUC constraints ban the
hierarchical structure that GEN imposes on the input: syllable structure, foot structure, or,
in Prince and Smolensky’ s discussion, syntactic phrase structure. These constraints
express the claim that all structureis marked and are adirect OT counterpart of
Chomsky’s (1991, 1995) Economy of Representation or Rizzi’s (1997) “Avoid structure”
principle.

In phonology, * STRUC constraints of this sort refer to the structure built by GEN

that isn’'t necessarily present in the input:29 *STRUC(W) (Nishitani 2002), * STRUC(0)
(Kiparsky to appear, Zoll 1996), * STRUC(FOOT), * STRUC(PRWD), * STRUC(PHON-
PHRASE) (Truckenbrodt 1999)—basically, they ban levels of the Prosodic Hierarchy. In
the discussion that follows, these constraints will be called PH-referring * STRUC
constraints.

Apart from the notional similarity between them, these constraints share an
external property: only a Null Output can fully satisfy them. Thus, * STRuc(c) can only
be fully satisfied by a candidate that |acks the syllabic layer of prosodic structure or by
one that contains no phonological material at all. The sameistrue for Truckenbrodt's
(1999) * STRUC(PRWD) (see (54)). * STRUC(PRWD) assigns two violation marksto a
candidate with two prosodic words [ pata] [taa] and one violation mark to the single
prosodic word candidate [ patataa] . Still, any null parse (c-€) will fare better than both

[ patataa] and [pata] [taa]:

29
In fact, many of the researchers cited here assume that prosodic structure is absent in
the input and inserted only in GEN.
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(54) PH-referring * STRuc and Null Outputs

Ipata-taal *STRUC(PRWD) | MPARSE | MAX | PARSESEG
a [patatag] * | | |
b. [pata][tae] **

C. Do correspondence

*kkkkkk*k

d. <patataa™ynprosodiified

SIS

Lok kkkkkk E
€. Ddeeted l '

Thisisaproperty common to all PH-referring * STRUC constraints: they assign
zero violation marks only to Null Outputs. A PH-referring * STRUC constraint expresses a
harmonic ordering of the sort shown in (55): zero is better than a mora, syllable, foot, and
SO on:

(55) Orderings imposed by PH-referring * STRUC constraints

Harmonic ordering * STRUC constraint

D >u *1 (Crosswhite 1999b, Nishitani 2002)
-0 *o (Kiparsky to appear, Zoll 1993)

& ~ Foot *FoOoT

@ - Prwd *PRWD (Truckenbrodt 1999)

2.4.3 Nihilistic * STRUC constraints

The second category of * STRuUC constraints shares little if any notional unity: they
ban consonants, vowels (Hartkemeyer 2000, Kiparsky 1994), stress (Kiparsky 2003),
coronal place (Fukazawa 1999), low and high vowels (Beckman 1998, Lombardi 2003),
voiceless obstruents, and so on. Despite their diversity, these constraints have the
character of economy principles: through their interaction with other constraints, these
* STRUC constraints can very effectively duplicate the effects of classic economy

principles.
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Not all economy processes reduce the number of moras, syllables, and feet. De
Lacy 1999 discusses haplology in Russian (see also §82.3.3.3), where the suffix /sk/

‘inhabitant of’ haplologizes with a homophonous adjectival suffix, e.g., /tom-sk-sk-ij/ —

tomskij, *tomskskij ‘of Tomsk (city name).” If thisisindeed a case of haplol ogy,30 it
reduces not the number of syllables but the number of segments and features. De Lacy
analyzes this haplology process using * STRuc, which he defines as a constraint that
assigns aviolation for every node in the output form. Every feature of the output incurs a
violation of * STRUC, regardless of how unmarked it is. Constraints of this sort are very
similar in spirit to PH-referring * STRUC constraints, since they embody the claim that
everything is marked.

When * STRUC is generalized in this manner beyond PH-referring constraints, it
includes the set of al regular markedness constraints plus a number of constraints against
everything, including unmarked things: vowels, voiceless obstruents, sonorant syllable
peaks, and so on. Consider Hartkemeyer’s *V, which assigns violation marks to all
vowels. Whether avowel isoral (relatively unmarked) or nasal (relatively marked), it
will incur one violation of *V. The only candidates in (56) without violations are the Null

Output (c) and the non-vowel candidate (d):

% Tomsk itself is not monomorphemic but back-formed from Tomskij ostrov ‘ Tom'’
island’. The adjective tomskij is formed from the name of the river Tom' using the
adjectival suffix —sk. A more accurate description of what happensin *tomskskij may be
that the adjectival suffix haplologizes with itself (Robert Rothstein, p. c.).
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(56) Nihilistic * STRUC constraints

*NASALV | *\/
a u *
b. O i | i
(%) v
d w v

Thisisapoint of difference between the classic, PH-referring * STRUC constraints
and nihilistic * STRuc constraints: the Null Output is not the only candidate that receives
zero marks from the latter type of * STRUC. The next section presents away to unify both
types of * STRUC constraints by looking at them in terms of harmonic scales, which allows
us to eliminate them from the theory atogether.

2.4.4 *STRUC constraintsareimpossible to derive from proper scales

While * STRuC constraints differ in the sort of harmonic orderings they impose on
candidates, they agree in the harmonic orderings they impose on the members of a scale.
According to aPH-referring * STRUC constraint, & is more harmonic than a given level of
the Prosodic Hierarchy. According to a nihilistic * STRucC constraint, & is more harmonic
than the least marked member of a harmonic scale. We can therefore pin down the
property common to all * STRUC constraints.

(57) A *STruc congtraint bans the least marked non-null element on some scale.

All nihilistic * STRuUC constraints can be related to scalesin afairly straightforward

way: * ONs/t is derived from the onset sonority scale, * Nuc/ais derived from the nucleus

sonority scale, *ORALV (or *V) can be derived from the vowel nasality scale, and so on:

(58) Onset sonority harmonic scale : Ong/t > ... ong/i > ons/a

T
*ONS/t
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(59) Vowel nasality harmonic scale: Oral vowe > nasal vowel
* ORTALV (or *V)

These are the constraints that are not produced by Lenient Constraint Alignment
(see 82.2.4), since it maps every member of a scale to a constraint except for the least
marked member. A way to sneak around Lenient Constraint Alignment is to zero-extend
scales, tacking & as the least marked member of every scale. If al scales begin with &,
then obstruent onsets, oral vowels, and other unmarked things are no longer the least
marked things on their scales, and Lenient Constraint Alignment will create constraints
against them but not against &. Scales of this sort, however, are prohibited by the
NOZERO principle: scales cannot make vacuous harmony comparisons; harmony
relationships must hold between two non-null structures. Thus, a scale like (60) cannot be
used to sneak in a constraint against oral vowels (or all vowels) into Con:
(60) Vowel nasality harmonic scale: & > Oral vowel > nasal vowel

The NoZERo principle is aso the stumbling block for PH-referring * STRUC
constraints. They must also be based on scales, but they have not been traditionally
conceived in terms of scales because these constraints are really not comparative.
According to * STRUC(0o), the syllable is not marked relative to some other structure (e.g.,
the mora), it is marked absolutel y—only nothing is better than a syllable. Because of this,
though, * STRUC(G) cannot be based on a scale like (61), since it violates the NOZERO
principle:
(61) Syllablescalel: O > %

*STRUC(0)

68



Removing & from the scale leaves the unary scale (62). Nothing in the theory
rules out unary scales, but Lenient Constraint Alignment cannot create a constraint based
on them because it skips the least marked member of the scale. The least marked member
of the scalein (62) isaso its only member, so it is not eligible for constrainthood—the

schemais set up so that it can only apply to aminimally binary scale. The presence of

unary scales in the grammar has no affect on the constraint set.31
(62) Syllablescale2: o

Neither variety of * STRUC constraints can belong to Con if markedness
constraints are formulated in such away that they cannot penalize a structure unless there
is some other structure that isless marked. Markedness constraints express the
markedness of one form relative to another. All legitimate markedness constraints are
based on scalar comparisons of this sort—comparisons that * STRUC constraints are
incapable of making, because of their nihilistic nature.
245 Section summary

*STRUC constraints are OT’ s counterpart to the traditional ideathat there are
general economy principles constraining linguistic structure. Notionally, * STRuC

constraints come in two varieties. The first is structural economy constraints; in

. Several interlocutors have suggested that the harmonic scale for constraints like
*STRUC(0) isthe Prosodic Hierarchy. The chief problem with this strategy is that thereis
no evidence that shows prosodic words to be more marked than feet or feet to be more
marked than syllables. It would be extremely difficult to come by such evidence, since it
would have to be of the sort that shows, for example, that two prosodic words are less
marked than asingle foot. Thisisimpossible, because higher-level prosodic constituents
imply the presence of |lower-level prosodic constituents. The Prosodic Hierarchy is not
really a harmonic scale but atheory of the hierarchical organization of phonological
representations, so no constraints can be derived straight from it without intermediate
formal principles (e.g., EXHAUSTIVITY of Selkirk 1995).
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phonology, these are the constraints against various levelsin the Prosodic Hierarchy. The
second kind of *STRuUC isamore diverse set of constraints that embody the claim that
“everything is marked”: voiceless obstruents, oral vowels, sonorant nuclei, and so on.
Together with regular markedness constraints, the latter type of * STRUC constraints
duplicates the effects of structural economy. The theory of constraints developed here
offers away to unite the two sets. a* STRUC constraint bans the least marked non-null
structure on its harmonic scale. Since scales cannot make vacuous markedness
comparisons with null structures or penalize the unmarked, * STRUC constraints are
excluded from the theory as a matter of principle.

2.5 Harmful effects of * STRUC constraints

The argument against economy principles is two-pronged. On the one hand,
economy constraints are unnecessary because economy effects follow from
independently motivated constraints (82.3; see also chapters 3 and 4). On the other hand,
economy constraints have harmful effects as freely rankable constraints. This section
examines some of these effects.

In OT, agrammar is alanguage-particular ranking of universal constraints, and
any ranking of constraints must produce an actual or at least a plausible grammar.
*STRUC constraints are unlike other markedness constraints in that they are not freely
rankable. * STRUC constraints upset the factorial typology in two ways: when high-ranked,
they produce defective languages, and when low-ranked, they can have odd effects that

stem from their nihilistic dislike of structure.
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25.1 Why *STRUC must always be low-ranked

When * STRuUC constraints are called upon to perform their economy duties, they
aways come second to other, higher-ranked demands. Thisis generally true of all
economy principles: they limit but never ban. For example, as Grimshaw 2003 notes,
Rizzi’s“Avoid structure” principle (Rizzi 1997:314) is aways “overridden” by other
structure-building principles, since structure is never successfully avoided. The sameis
true of economy principlesin phonology: * STRUC is dominated by at |east some
constraints in every analysis that employsit. For example, Hartkemeyer 2000 observes
that *V must always be dominated, because the ranking of *V above all Faithfulness
constraints describes an impossible language that lacks all vowels. Likewise, in Zoll’'s
original analysis of Y awelmani ghost segments, * STRUC(c) is allowed only to check
epenthesis and to require the deletion of subsegmental features but never of whole
segments (Zoll 1993, 1996).

It is not difficult to see why * STRUC constraints must be artificially restricted to
the bottom of every language-particular ranking. If constraints like *OBsor *V can be
undominated, the result is languages without obstruents or vowels, both unattested.
Similarly, the existence of constraints like * ONS/t predicts languages that have no onsets,
since they penalize the least marked onset of them all (Pater 1997).

This banishment of * STRuc from the top of every hierarchy is surprising under
traditional OT assumptions that constraints are freely rankable (with the possible
exception of constraints based on multi-valued prominence/markedness scales). Since

* STRUC constraints are not based on such scales, their obligatory low ranking is hard to
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justify.32 It is not clear which constraints universally dominate * STRucC. Faithfulness
constraints cannot universally dominate * STRUC, since * STRUC must at |east dominate
MAX in at least some languages for deletion economy effects. As for markedness, the
constraints that must dominate * STRuc differ from language to language. For example, in
Lillooet, syncope cannot create onset clusters with rising sonority but can result in final
stress, while in Lebanese Arabic it is the other way around. The constraints that block
syncope must be ranked in the opposite way in the two languages: in Lillooset, it's
SONSEQ>>* STRUC>>NONFINALITY, whilein Lebanese Arabic, it's
NONFINALITY>>* STRUC>>SONSEQ (for detailed analyses of these cases without * STRUC
constraints, see Chapter 4). Thus we cannot even be sure which constraints universally
dominate * STRuC—we only know that some must.
2.5.2 0Odd effectsunder re-ranking

Even when dominated by other constraints, * STRUC constraints can have odd
effects. By penalizing all structure without reference to markedness, PH-referring
* STRUC constraints can produce implausible patterns that hinge only on reducing the
number of structural nodes in the output. The pre-eminent * STRUC constraint, * STRUC(c),

predicts one such unattested pattern.

% The obligatory low ranking challenge cannot be addressed in the same way as the
guestion that is often brought up against OT by skeptics: “if constraints are freely
rankable, why are there no languages in which all markedness dominates all
faithfulness?’ (McCarthy 2002b:243-244). The problem here is a different one: “why
isn't there alanguage in which just one * STRUC constraint is undominated?’ None of the
* STRUC constraints proposed in the literature is ever found at the top of alanguage's
hierarchy.
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25.2.1 Syllable economy and syncope

To understand the oddity of this pattern, we need alittle background on attested
metrical syncope patterns (these will be discussed in more detail in chapter 3). In the
metrical theories of Hayes 1995 and Prince 1990, H and LH feet are equally well-formed
asiambs: both are binary and satisfy the weight requirements on iambic feet by having
heavy heads. Although these feet are equally well-formed metrically, they are not equally
economical: (H) has one fewer syllable than (LH). Economy processes that show a
preference for (H) over (LH) are not atttested, yet they are possible if * STRuC(c) is
admitted into CoN.

First, let us briefly review what economy effects are attested in iambic languages.
In many iambic languages, syncope appliesto/LL.../ toyield (H)...andto/LLL.../to
yield (LH). Deletion of avowel here frees up a consonant to serve as a weight-bearing
codain an iambic foot:

(63) Attested syncope patterns in iambic languages

a [takapal — (tak)pa not * (ta.k@)pa
LLL HL (LL)L

b. /takapanal — (takap)na not * (ta.kdpa.na
LLLL (LH)L (LL)LL

The outputs of syncope in (63) perform better than the faithful alternatives on the
STRESS-TO-WEIGHT PRINCIPLE because their foot heads are heavy, not light. Syncope
patterns just like this are found in Hopi (Jeanne 1978, 1982) Southeastern Tepehuan
(Kager 1997, Willett 1982), Aguaruna (Alderete 1998, Payne 1990), and Central Alaskan
Y upik (Gordon 2001, Hayes 1995, Jacobson 1985, Miyaoka 1985, Woodbury 1987).

Southeastern Tepehuan is unusual among these languages because it also deletes

long vowels in some circumstances. Kager 1997 argues that such deletion minimizes the
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number of unfooted syllables. Long vowels syncopate only when the result is footed
more exhaustively, so syncope applies only in the second example in (64) (the patternis
only shown schematically; for amore detailed discussion see chapter 4).

(64) Syncope of long vowels

a. /takaapal (takda)pa *(ték)pa
LHL (LH)L HL

b. /taakaapan/ (téak)pan not * (téa)kaa.pan or * (taa)ka.pan
HHH (H)H (H)HH (H)LH

The output of syncope performs better on PARSE-G than the faithful aternative—syncope
allows the winner to pack more syllables into the foot. The important point here is that
syllables are not counted—unfooted syllables are.

What we do not find, however, is an iambic language with a pattern just like
Southeastern Tepehuan except that long vowels are deleted wherever it is possible to
reduce the number of syllables:

(65)  Non-occurring syncope pattern in iambic languages

a. /takaapal tak.pa GG not *ta.kaa.pa GGo
b. /taskapa/ taakap (o]o] not *taa.ka.pa GGo

Y et with * STRUC(0) in the grammar, this sort of pattern is predicted. Consider the
tableau in (66), which includes metrical constraints, MAaxX-V, and * STRUC(G). The
constraints that are instrumental here are SWP (“if stressed, then heavy”), PARSE-G (“no
unfooted syllables’), NONFINALITY (“no final stress’), MAXV (“no V deletion™), and
*STRUC(0) (“no syllables’). Aslong as NONFINALITY dominates PARSE-G and

*STRUC(c) dominates MAXV, /takaapal will map to (ték)pa:

74



(66) lambic syllable reduction syncope with * STRUC(G)

SWP : NONFIN ; *(6) | PARSE-G | MAXV

/takaapal | a. (ta.kda)pa ! kel * Z

b. (takéap) e s

c. = (tak)pa | *
Itaakapal | d. (téa)ka.pa § BT

e. == (taak)pa | | N
takapal | f. = (ték)pa Bk o

g. (takép) I T ks L

h. (ta.kd)pa *lo | kEE * :

Thereisno metrical preference for (H) iambs over (LH) iambs—none of the
metrical constraintsin (66) favors (tak)pa over (ta.kaa)pa. These two types of feet are
distinguished only by the number of syllables they have, i.e., by their performance on
*STRUC(0). If *STRUC(0) is excluded from (66), tak.pa does not have a chance of
emerging as the winner in any grammar—from the point of view of markedness (as
opposed to economy principles), the deletion of the second vowel in /takaapal is
gratuitous. The unattested pattern /takaapal — tak.pa is economy for economy’s sake.

2.5.2.2 Syllable Alignment as an economy device

Some gradient Alignment constraints (McCarthy and Prince 1993a) can have a
very similar effect. Consider the syllable aignment constraints of Mester and Padgett
1994, which assign aviolation mark for every morathat stands between, a given edge of
a syllable and the corresponding edge of a prosodic word: ALIGN-L (o, PrWd). In fact,
although Mester and Padgett proposed these constraints to analyze the so-called
directional syllabification pattern in dialects of Arabic (see Broselow 1992a, Farwaneh

1995, 1to 1986), their economy potential was quickly realized. Spaelti 1997 and Walker
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1998 use syllable alignment to limit the size of the reduplicant . (see §2.3.3.2 for anon-
economy alternative), Davis and Zawaydeh 1996 rank syllable alignment constraints
above MAXV to analyze Cairene Arabic syncope, Kager 1995 uses syllable alignment to
derive stem disyllabicity in Guugu Yimidhirr, and Ussishkin 2000 proposes a different
twist on syllable alignment, 6-ALIGN, to derive the disyllabic maximum size of stemsin
Hebrew, which is also enforced through syncope.

Under Ussishkin’s (2000) theory of Hierarchical Alignment, binarity isoptimal at
all prosodic levels because it ensures that every constituent shares at least one edge with
the prosodic word, thereby achieving prominence: if the prosodic word consists of one or
two syllables, each syllable stands at an edge, but if the prosodic word consists of three
syllables, the middle syllable isin a non-prominent position. The difference between this
version of syllable alignment and that of Mester and Padgett 1994 isin the nature of the
guantification over edges: in Mester and Padgett’ s version, the edge of every syllable
must coincide with the same edge of a prosodic word, while Ussishkin’s 6-ALIGN
requires that the edge of every syllable coincide with some edge of a prosodic word.

Syllable alignment constraints are not fully equivalent to * STRuc(c)—they differ
in their assessment of monosyllabic words. * STRUC(c) starts counting at one syllable, but
syllable aignment is a bit more lenient—it starts counting at two syllables (except for

Ussishkin's (2000) version, which starts counting at three):

33
Walker 2000 actually departs from the syllable alignment analysis of Mbein favor of
* STRUC(0), noting that the two strategies achieve nearly identical results.
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(67) Hypothetical syllable aignment constraints and their economy effects

*STRUC(G) | ALIGN-L(0, PrWd) | G-ALIGN
a [o] * | :
b. [00] o * !
c. [660] k- *% N
d. [GGGG] *kkk * %k % * %

Formally, syllable alignment constraints are not * STRUC constraints—they do not
penalize the least non-null member on a harmonic scale. When it comes to scales, though,
gradient syllable alignment is fairly suspect—it necessitates either scales of infinite
length or ns=n+1 scales. Infinitely long scales are an impossibility since CoN must be
finite, while n~n+1 scales add a powerful device to the theory that is otherwise
unnecessary (this point was first raised in §2.2.6).

Asfor o-ALIGN, it is neither a* STRUC constraint nor a gradient alignment
constraint—it does not assess the distance between amedial syllable and a word edge,
distinguishing only between medial syllables (bad) and edge syllables (good).
Nevertheless, it may be necessary to give 6-ALIGN the slip aswell, since it has the same
effect as* STRUC(c) in the matter of /takaapal — (ték)pa. The problem isthat neither
gradient syllable alignment nor c-ALIGN pay any regard the prosodic status of the
syllables in question—the thing that matters to these constraints is the number of
syllablesin the output, not metrical well-formedness.

Consider the tableaux below, which are versions of (66) with * STRUC(c) replaced
by gradient syllable alignment and 6-ALIGN, respectively. The third output, (t&k)pa, is
harmonically bounded by (takéa)pa if ALIGN-L (o, PrWd) and 6-ALIGN are excluded

from CoN, but if they are present, (t&k)pa has a serious shot at being the winner—all
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that’ s required is that the relevant syllable-counting constraint dominate MAXV and that
NONFINALITY dominate PARSE-G.

(68) Economy for economy’s sake, with gradient syllable alignment of Mester and

Padgett (1994)
/takaapal | NONFIN | ALIGN-L(c, Prwd) | MAXV | PARSE-G
a (takéa)pa x| I
b. (takdap) | *! | * ]
c. = (ték)pa i * oo *

(69) Economy for economy’ s sake, with 6-ALIGN of Ussishkin (2000)

[takaapal NONFIN @ ©-ALIGN MAXV . PARSE-G
a. (takéa)pa ! * ! *

b. (takaap) A * |

c. v=(ték)pa * *

Exclusion of these constraints from CoN still leaves the analyst some devices for
analyzing maximum size restrictions—see §2.3.3.2.

To summarize, | argue that the ability to penalize syllables without reference of
their metrical statusis harmful whether it is an attribute of a true economy constraint like
*STRUC(0) or of syllable alignment constraints. All three kinds of constraints discussed
here can favor an unattested pattern where H is chosen over the otherwise well-formed
LH iambic foot. The only way to avoid this situation is to not let constraints penalize
syllables except quatheir metrical affiliation.

PH-referring economy constraints are not the only constraints with harmful
effects—in the next section, | explore some predictions of having nihilistic constraints

“against everything.”
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2.5.2.3 Emergence of the marked in reduplication and positional faithfulness

Even when nihilistic * STRuC constraints are dominated, they can have effectsin
situations that M cCarthy and Prince (19944a) dub ‘the emergence of the unmarked.” The
effect of nihilistic * STRuC constraints, however, is more appropriately described as
emergence of the marked—by penalizing unmarked segments, they can favor outputs that
are marked. Two environments where the effects of nihilistic * STRUC constraints can be

felt are reduplicants and non-privileged positions.

Reduplicants often contain a subset of the language’' s sound inventory, and it has
been claimed that it is always the unmarked subset (Alderete et al. 1999, McCarthy and
Prince 19944, 1995). For example, in Tubatulabal, the first onset of the base is copied

into the reduplicant as a stop with the least marked place of articulation, glottal:

(70)  ?-reduplication in Tubatulabal (Alderete et al. 1999, Voegelin 1958)

a pitita — ?i-pitita ‘to turn over’

b. toyan - ?0:-doyan ‘heis copulating’
C. [itiwi - 24:-(i0iwi ‘it looks different’
d. abatiw — ?a-?abatiw  ‘itisshowing’

Alderete et al. 1999 argue that 7isthe default segment in Tlbatulabal because it violates

the lowest-ranked place markedness constraint, * PL/PHAR:

(71)  *PL/LAB, *PL/DORS>>* PL/ICOR>>* PL/PHAR (Lombardi 2001, 2002, Prince and
Smolensky 1993)

This hierarchy is ranked between MAX-C o and MAX-Cgg, as shown in (72): in normal

input-output mappings, consonants with any place are mapped faithfully (cf. (d) and (d)),
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but in reduplication copying, only glottal stops34 are permitted to surface (cf. (a) and (b)).
Non-glottal consonants are deleted and replaced by epenthetic 7. Alderete et a. argue that
the reason any consonants surface at al in the reduplicant isthat ONSET is high-ranked
(cf. () and (c)):

(72) The Tubatulabal onset (from Alderete et al. 1999:345)

/RED-toyan MAX-Cio : ONS | *PL/COR | *PL/PHAR | MAX-Cgr | DEP-Cgr
a = 20:-doyan dyn ? dyn | 9

b. to:-doyan § tl,d,y,n y,n

c. 0:-doyan L*l d,y,n d,y,n

d. ?0:-20%a? dyn 2,2,2,? ?,?

If the ranking of ONSET and * PL/PHAR were reversed, however, the result is a pattern

where no consonants are permitted in the reduplicant. Thiswould look like this:

(73)  Onsetless reduplicants (an unattested pattern)

a. /IRED+napal aanapa
b. /RED+?ita/ i.a?ita
c. IRED+wetal eaweta

The same result can be obtained by ranking the non-lenient version of the onset
sonority hierarchy (see (10)) below ONSET and MAX-Cjo. Since the onset sonority
hierarchy and the place markedness hierarchy penalize the entire range of possible
consonants, their ranking between Max-C,o and Max-Cgg obliterates consonants from

reduplicants. Thisiswhile the normal onset inventory of the language is harmonic:

34
The place hierarchy analysis alone cannot explain why his copied as 7.

/IRED-hu:?/ — Au:-hu: 7*it leaked (Crowhurst 1991:52). Presumably, either the constraint
against fricatives or *ONS/FRIC rules out the faithful copying of h.

80



(74)  Onsetless reduplicants

/RED+?ita/ MAX-10 *ONg/t MAaX-BR
a fita-tita ol bl

b. =i .a-2ita *x *
c.i.al.a *|*

The culprits here are * PL/PHAR and * ONS/t: because they penalize the least marked

elements on their respective scales, they act as * STRuC constraints. If these constraints

were eliminated, not copying ? would not be an option because it gratuitously violates

MAX-BR.

These sorts of constraints can have asimilar effect when they interact with
positional faithfulness. Beckman 1998 reports numerous patterns where marked structure
isallowed to surface only in special positions, e.g., the initial segment of the word but not
elsewhere. The prediction is, then, that given the ranking Fpes>>* STRUC>>F, structure
marked with respect to nihilistic * STRuc constraints should only be present in designated
positions. For example, consider the following hypothetical language, which has
consonants only in theinitial syllable but hiatus elsewhere:

(75) Consonantsininitial syllable only

a. /nalikepati/ — nai.eai
b. /wata/ - waa
c. /ana - ai.a

All onset constraints including * ONs/t are dominated by MAX-INITIAL but not by the non-
positional MAX. Thus, word-initial consonants are preserved but word-internal ones must

delete:
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(76) Consonants deleted except in first syllable

Iwatal MAX-INITIAL | *ONS/W | *ONS/l | *ONS/n | *ONS/t | MAX
a =waa * *
b. wata * *|

c.aa *| **

Nihilistic constraints against vowels also have the potential for favoring
unattested syncope patterns. In chapter 4, | discuss the effects of context-free markedness
constraints * Low and * NoNLow (Lombardi 2003) in more detail. In brief, theissueis

that there is an asymmetry in differential syncope patterns: there are languages where low

sonority vowels (e.g., o or i) delete wherever possible, and there are languages where

high sonority vowels (e.g., a) delete in unstressed positions, but there are no languages
where high sonority vowels delete wherever possible but other vowels do not. This
asymmetry can be explained only if there are no context-free markedness constraints
against high sonority vowels. If *Low is alowed into the grammar, the pattern is
wrongly predicted to exist. In chapter 4, | discuss this prediction in more detail and
provide an alternative to the context-free markedness theory of epenthetic vowel quality
that allows usto expunge * Low and *NoNLow from CON.

The patterns discussed here are inevitable under the view that “everything is
marked.” The only way to get around such predictionsisto exclude certain constraints
from CoN. A straightforward way to do that isto formulate constraints leniently based on
harmonic scales.

2.5.3 Section summary
This section has defined * STRuC constraints and discussed some of their harmful

effects: unattested inventory gaps (e.g., languages without obstruents or vowels) and
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bizarre structure-reducing patterns such as syncope to reduce the number of syllables,
“emergence of the marked” in reduplication, and absence of elements like consonants
(not traditionally seen as marked) outside privileged positions. These patterns are nothing
more than slight improvisations on the originally intended function of Economy
constraints: favoring smaller structures. The problems that Economy constraints cause
cannot generally be solved by restricting their ranking—they suggest that constraints of
this sort must be excluded from the theory altogether.

2.6 Chapter summary

This chapter presented atheory of economy effects without economy principles.
Economy effects, it was argued, are nothing but a consequence of a language-specific
ranking of constraints. Moreover, economy effects never target unmarked structure—if
something is deleted, the goal is aless marked output rather than a shorter output.

The theory relies on a different conception of markedness: markednessis always a
relative property. A structure can only be marked if there is another non-null structure
that is not marked. Thisisformally encoded in the Lenient Theory of CoN, whereby
constraints penalize every element on their respective harmonic scale except for the most

harmonic one. The scales themselves cannot stipulate nihilistic comparisons, e.g., “X ~

&.” Language-specific grammars can prefer & to every other candidate in a comparison,
but individual constraints do not.

A consequence of this approach is that economy constraints are banned from
CoN, which | argueis necessary in any case because they have harmful typological
effects. The argument takes a different turn in the next chapter, where | show that a

particular economy effect, metrical syncope, can be analyzed to great effect in terms of
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independently motivated constraints, which account not only for the details of the
syncope processes in the languages examined but also for other aspects of their
phonologies. Conversely, economy constraints contribute nothing to the understanding of

these processes.



CHAPTER 3

METRICALLY CONDITIONED SYNCOPE

3.1 Introduction

In the theory proposed here, structures cannot be marked with respect to a
constraint unless there are structures that are unmarked with respect to the same
constraint. In away, nasal vowels are only marked because plain oral vowels are not.
Similarly, syllables by themselves are not marked, but syllablesin certain metrical
contexts are. This was aready touched upon in 82.3, which discussed a range of
truncation processes and other maximum size effects. In this chapter, the approach is

extended to arange of diverse economy effects that are collectively known as metrically

35
conditioned syncope.

The interaction of some metrical constraints with MAX can produce awide range
of syncope patterns. Here, | will look at the interaction of MAaX with PARSE-G, STRESS-
TO-WEIGHT (SWP), WEIGHT-TO-STRESS (WSP), and GRPHARM. Of these constraints,
PARSE-c and SWP are of a particular interest because some of their effects are economy
effects. Thus, deletion of unfootable vowels can improve a candidate' s performance on
PARSE-c, while deletion of avowel immediately after a stressed light syllablein a
language with moraic codas produces an output that performs better on SWP than a

faithful parse does.

35
Syncope here will refer to interconsonantal vowel deletion, e.g., /pataka/ — pat.ka or
/patakal — pta.ka. Apocopeisfina vowel deletion, e.g., /patakal — patak. | will also use

“vowel deletion” to refer to either or both of these processes.
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The interaction of metrical constraintsis well-known to be instrumental in vowel
shortening, as well—as we will see, vowel shortening and syncope often coexist in the
same grammar as ways to improve foot shape.

The result of both vowel shortening and syncope is structural economy, but the
markedness constraints whose interaction produces these patterns are in no sense
economy constraints. Rather, they militate against specific structural configurations. not
al syllables but unfooted syllables, not all feet but feet with light heads, heavy non-
heads, uneven parts, and so on. Deletion is not away to get rid of structure, it isaway to
get rid of marked structure.

The theory of CoN developed in Chapter 2 precludes the existence of * STRuUC
constraints. | argue that if such constraints were to exist, they would either contribute
nothing to the understanding of metrical syncope and shortening or make the wrong
predictions with respect to their application.

The chapter starts with two in-depth case studies of Hopi and Tonkawa syncope
and shortening. These are cases of so-called rhythmic vowel deletion, which was first
analyzed in OT by Kager 1997. His own prosodic analysis of Southeastern Tepehuan is
also considered in this chapter.

| start by examining Hopi syncope and shortening. | show that when the processes
are examined in the larger context of Hopi prosody, their true motivation becomes
apparent: vowels do not syncopate and shorten for the sake of reducing the number of
syllables and moras; rather, the outputs of syncope and shortening are optimal in that they

contain the minimal number of unfooted syllables and have the best iambic feet.
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| then present are-analysis of Tonkawa, where vowels delete in an alternating
pattern and which is often cited as a classic example of “delete wherever you can.” When
Tonkawa syncope and vowel shortening are examined in terms of foot structure, they no
longer seem like default processes at all—there is every indication that syncope and
shortening build optimal trochaic feet. | aso show that economy constraints make either
the wrong predictions or no predictions about where deletion and shortening should apply
in Tonkawa.

The last case study is Southeastern Tepehuan, in which “the output goal of
apocope/syncope is not to minimize the number of syllables as such, but to minimize the
number of syllables that stand outside the foot” (Kager 1997:475). This language deletes
in alternating syllables like Tonkawa, but its footing is non-iterative like that of Hopi.
This difference between Southeastern Tepehuan and Hopi on the one hand and Tonkawa
on the other hand is straightforwardly captured by simply re-ranking constraints, yet it
cannot be easily replicated in an economy analysis. Furthermore, | show that economy
constraints can produce an unattested pattern that is a slight variation on Southeastern
Tepehuan, but they cannot account for Southeastern Tepehuan itself—this argument
continues a point made in chapter 2.

| show that analyses of Hopi, Tonkawa and Southeastern Tepehuan in terms of
economy principles encounter a central problem: general anti-structure constraints cannot
control the locus of deletion and shortening, so deletion is predicted to occur where it
doesn’t. To get around this, such analyses must appeal to prosodic constraints like * 6,

and WSP, which are themselves sufficient to account for the pattern. Economy
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constraints are shown to be unnecessary to account for syncope: at best they are useless
and at worst harmful.

3.2 Maetrical constraints and the typology of metrical syncope

There are severa constraints whose interaction with MAXV can result in vowel
deletion in metrically defined contexts. In this section, | review some of these constraints
and sketch out thelir interaction as relevant to the case studies in this chapter.

3.2.11 PARSE-C

PARSE-c assigns one violation mark to every syllable that is not immediately

dominated by afoot node:

Q) PARSE-G: “ Syllables are parsed by feet” (Prince and Smolensky 1993).
Harmonic scale: o/ Ft>- o/ PrWd > 6/PPh  (/ = “immediately dominated by")

PARSE-c is one of alarger family of EXHAUSTIVITY constraints, which require every
element of the Prosodic Hierarchy to be dominated by an immediately higher level
(Selkirk 1995b). | interpret Selkirk’s EXHAUSTIVITY asaformal principle that informs the
harmonic scalein (1): the principle itself isformulated in fairly general terms but the
resulting constraints are calibrated to penalize specific prosodic levels that are not
exhaustively dominated.

The most commonly discussed effect of PARSE-G is not an economy effect at
all—exhaustive footing. The obvious way to satisfy PARSE-c isto build afoot around a
syllable. Depending on the ranking of the relevant constraints, satisfaction of PARSE-G
may entail building less-than-perfect degenerate feet, creating stress clashes, and so on.
These are in a sense anti-economy effects—the constraint is satisfied by the addition of

foot structure.
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Because syllables are (typically) headed by vowels, the deletion of avowel can
also remove violations of PARSE-c. For example, in Yidip, the last vowel of an odd-
parity word is deleted but the last vowel of an even-parity word is preserved. (Round
brackets indicate foot boundaries.)

2 Yidin odd-parity apocope (Dixon 1977a, b)

a. /gindanu/ (gin.d&n) ‘moon-absolutive’  not *(gin.da)nu
b. /gindanu-ngu/ (ginda)(nlngu) ‘moon-ergative’

This pattern indicates that PARSE-G dominates MAXV : apocope applies when the vowel
cannot be incorporated into a binary foot (Dixon 1977a, b, Hayes 1995, Hung 1994,
Kirchner 1992, though see Hall 2001 for an alternative analysis without PARSE-G).

If footing is not iterative, the ranking PARSE-G >> MAXV can favor pervasive
syncope, deleting vowels wherever possible outside the main foot: /takapanal —
tak(pana), /takapawana/ — tak.pa(wana), /takapatawana/ — tak.pat(wana), etc. A
possible example of such a pattern is Afar, where deletion affects vowel s outside the foot
but not inside wherever the CV C syllable structure permits: /xamila/l— xa(mila), but
Ixamila-i/ — xam(Ii), not *xa.mi(li) (Bliese 1981).

3.2.1.2 The STRESS-TO-WEIGHT PRINCIPLE

Another prosodic constraint that can be satisfied by vowel deletion is SWP, which

requires stressed syllables to be heavy:
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36
3 STRESS-TO-WEIGHT PRINCIPLE (SWP): “Heads of feet are minimally bimoraic.”
Harmonic scale: Guup =G > Oy

This constraint assigns a violation mark to a (LL) foot but not to a (H) foot. In alanguage
with moraic consonants, it is possible to satisfy SWP by del eting the second vowel from a
/ICVCV/ sequence. Theresult isa (CVC) foot, which satisfies SWP. If the SWPis ranked
above MAXV, the vowel following alight stressed syllable will delete, resulting in an
output with fewer syllables. Thisis an economy effect, yet SWP has other effects as well.
Heavy stressed syllables can also be created by vowel lengthening (asin many Germanic
languages (Riad 1992), 1lokano (Hayes and Abad 1989), and Central Alaskan

Y upik(Gordon 2001, Hayes 1995, Jacobson 1985, Miyaoka 1985, Woodbury 1987)) and
consonant gemination (Norton Sound Unaliq (Jacobson 1985), Italian, and others). Hayes
1995:83 discusses a number of examples of iambic systems which augment stressed
syllables by lengthening the vowel or geminating the consonant, including Hixkaryana,
Surinam Carib, Menomini, Cayuga, Central Alaskan Y upik, Sierra Miwok, Munsee,
Menomini, Southern Paiute, and many others. Gemination and lengthening are certainly
not economy effects—they are quite the opposite, since they result in larger structures.

3.2.1.3 A mini typology of metrical syncope

The factorial typology of the three constraints SWP, PARSE-G and MAXV
produces four types of patterns, shown in (4). First, if MAXV dominates both markedness

constraints, then thereis either no syncope or the pattern is essentially nonmetrical (see

*® SWPis also defined “if stressed, then heavy.” Prince (1990) names it but argues
against it. SWP harks back to Prokosch’s Law (1938) and the Obligatory Branching
Parameter (Halle and Vergnaud 1978, Hammond 1984, Hayes 1980). See also Fitzgerald
1999, Goodman 1990, Ham 1998, Hayes 1995, Jacobs 2000, 2001, Kager 1997, 1999,
Morén 1999, Myers 1987, Riad 1992.
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chapter 4 for some such patterns). In some of these languages, SWP and PARSE-G may
actually be satisfied in other ways, i.e., through gemination, vowel |engthening, and/or

exhaustive footing. Second, if PARSE-G dominates MAXV but SWP does not, then vowels

that are unfootable in the faithful candidate will delete. Thisisthe patternin Yidin. Third,

if SWP dominates MAXV but PARSE-G isranked below MAxV, deletion will apply to LL
sequences (converting them into H feet). This pattern is attested in Panare (Payne and
Payne 2001). Finally, if both SWP and PARSE-c dominate MAXV, theresult is a pattern
where deletion applies both to vowels that occur inin LL sequences and to vowels that
are unfootable in the faithful candidate. Thiskind of pattern isfound in Hopi (83.3),
Southeastern Tepehuan (83.5), and Aguaruna (Alderete 1998, Payne 1990). Tonkawa,
which isthe subject of §83.4, has a variation of this pattern—there are no unfootable
vowels because footing isiterative, but deletion always applies after light syllables.

4 Predicted syncope patterns with SWP and PARSE-G

MAXV>>PARSE-6, SWP |/patakal — (pata)ka, not * pat.ka many |gs.
PARSE- /patakal — (patak), not * (pata)ka Yidin
6>>MAXV>>SWP /patakatal — (pata)(kata)
SWP>>MAXV>>PARSE- |/patakal — (péat)ka, not * (pa.ta)ka Panare
o Ipaatakal — (paa)(tak) or (paa)ta.ka not
*(pat)ka
SWP, PARSE-6>>MAXV |/patakatal —(pa.tak)ta, not * (pa.ta)ka.ta Hopi,
Ipataakatal— (patak)ta, not * (patda)kata | SE Tepehuan

3.2.1.4 ENDRULE and other constraints

Both PARSE-G and SWP can interact with other constraints in complex ways, so
the picture in (4) is arather incomplete. Some of the constraints that play an important

role in the case studiesin this chapter are defined below. WSP (see (5)) assigns violation

91




marks both to unfooted heavy syllables and to footed heavy syllables that are not
stressed:

5) WEIGHT-TO-STRESS PRINCIPLE (WSP): “If heavy, then stressed.” (Prince 1990)
37
Harmonic scale: 6y, > Sy >Cpup

One effect of WSP that haslittle to do with economy is attraction of stressto
heavy syllables from light ones. In Panare, Tubatulabal, Axininca Campa, and numerous
other languages, the default alternating stress pattern is disrupted to avoid unstressed
heavy syllables (see Hayes 1995, McCarthy and Prince 1993b, Prince and Smolensky
1993). Another effect that does result in economy is the shortening of vowelsin
unstressed syllables (asin Latin; see 83.4.2.2). All three case studies discussed in this
chapter have shortening of this sort. Y et another important effect of WSP isthat it can
prevent syncope from creating unstressed heavy syllables, asit doesin Hopi (see
especially 83.3.4.2).

For various reasons discussed in chapter 2, | assume that all constraintsin CoN
are categorical (see aso McCarthy to appear for additional arguments). Here | discuss
how iterative vs. non-iterative footing is obtained without gradient alignment, since this
will be important in this chapter.

Iterative footing violates at least one of the ENDRULE constraints (McCarthy to
appear, Prince 1983), which were briefly discussed in chapter 2. These constraints require

that the head foot of a prosodic word be the first (or last) foot in the prosodic word:

¥ This scale actually gives rise to two constraints, WSP,,, “No unstressed bimoraic
syllables” and WSP,,,,, “No unstressed trimoraic syllables” (cf. Kager's (1997) “gradient” WSP,
which assigns two violation marks for unstressed superheavies but only one for unstressed
heavies.) The relevant constraint in Hopi is WSP,,,. WSP,,,, plays arolein Tonkawa and
Tepehuan, and also in Lebanese Arabic (chapter 4).
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(6) ENDRULE-L: “The head foot is not preceded by another foot within the prosodic
word” (McCarthy to appear).
Harmonic scale: [pwa X (HAFt)...] > [prwd --..(F)... (HAFE)...] X not afoot
@) ENDRULE-R: “The head foot is not followed by another foot within the prosodic
word” (McCarthy to appear).
Harmonic scale: [...(HdFt) X prwq] > [...(HAFY) ... (Ft) pwa] X Not afoot
Consider how these constraints interact with PARSE-6. ENDRULE-L, for example,
can be satisfied by two kinds of structures: an iteratively footed word whose leftmost foot
isthe head of the prosodic word, e.g., (66)(c0) or 6(60)(cs), and any non-iteratively

footed word, whose head foot is both the leftmost and the rightmost foot in the word:

(8 ENDRULE constraints and iterative footing

ENDRULE-L | ENDRULE-R | PARSE-G

a (6o)(co) *

b. (66)(S0) *

c. 66(60) o

d. (6o)oo o

e. 6(6o)(c0o)

Although at |east one of the ENDRULE constraints must be violated when footing
isiterative, both are satisfied when there is only one foot in the word—thus we get non-
iterative footing when ENDRULE constraints dominate PARSE-G. Another feature of
ENDRULE constraints is that they do not actually require the head foot to be leftmost or
rightmost in the word—this is one of several differences between ENDRULE constraints
and ALL-FT-L/R (McCarthy and Prince 1993a; see McCarthy to appear for more
discussion). ENDRULE constraints do not “count” the number of feet that stand between a
head foot and aword edge—a word with one offending foot is as marked as a word with

twenty such feet.
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Asfor the position of the single foot in a non-iteratively footed word, it will be
determined by the positional licensing constraints of Kager 2001. These constraints
include ones that require syllables at edges to be footed. Kager frames these as
categorical aignment constraints, ALIGN-L(WD, FT) and ALIGN-R (WD, FT), but | will
follow McCarthy’ s usage and call them PARSE-G-INITIAL (or PARSE-G1 for short) and
PARSE-G-FINAL to avoid confusion with gradient alignment constraints.

This provides the necessary background for the case studies.

3.3 Hopi
3.3.1 Introduction
Hopi (Northern Uto-Aztecan, Southwestern USA) has a pattern of syncope and

vowel shortening that applies to the second or the third underlying vowel of the word.

38
Thus, both underlying /LL-L/ words and /HL-L/ words surface as HL.:
9 Suffixation on LL bases. syncope (Hill et a. 1998, Jeanne 1978, 1982)

a. /somavyal somya ‘tie, pl.’ cf. séma ‘tie, sg.’
b. /sotayal sOtya ‘die, pl.’ cf. sora ‘die, sg.’

(10)  Suffixation on HL bases. syncope and shortening

a. /[tooka-ni/ tokni ‘deep, future’ cf. tooka ‘dleep, non-future
b. /mooki-ni/ mokni ‘die, future  cf. moodki ‘die, non-future'

In longer words, however, syncope applies only once but strikes the third, not the second
vowel:

(11) In/LLLLL/ words, delete the third underlying vowel

a /agakatsinal anak.ts.na ‘Long Hair kachina *an.katsi.na
b. /tuhisa-tuwi/ tu.histuwi  ‘ingenuity’ *tuh.sa.tu.wi

38
L=light syllable, H=heavy syllable throughout.
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In this section, | present adetailed analysis of Hopi phonology and argue that
there is a principled explanation for this asymmetry between words with three underlying
vowels and words with four underlying vowels or more. Hopi has an output target—an
iambic foot (H) or (LH) at the beginning of the word, followed by at |east one unstressed
syllable. In words that have only three underlying vowels, syncope applies to the second
vowel because this ensures a (H)L output. The weight profile of the output is also very
important to the outcome of both syncope and shortening: syncope can never create an
unstressed H syllable. What mattersin Hopi is not the length of the output but its
markedness with respect to metrical constraints.

The same constraints whose interaction favors syncope and shortening are also
active in determining the stress pattern: SWP, PARSE-G, WSP, and NONFINALITY (o).
Syncope, shortening and foot construction all work together to produce outputs that are
metrically optimal given the Hopi ranking.

| argue that an analysis of Hopi in terms of economy constraintsis problematic.
An economy principle analysis seemsinitially plausible: if syncope isindeed an economy
process of reducing the number of syllables, feet, and moras, then /HLL/ words are a
prime target for some del etion and shortening, since they contain more structure than
/LLL/ words. Y et this economy principle approach encounters problemswith /LLLLL/
words: since these are longer than either /LLL/ or /HLL/, economy constraints predict
that deletion should apply more than once. This sort of analysis also fails to explain why
deletion targets different positions in words of different length without appealing to
additional mechanisms. More generally, any analysis of Hopi that is agnostic of prosodic

structure misses areal connection between the surface stress pattern and the application
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of syncope and shortening: metrical well-formednessisarea goa in Hopi; short words
are not.
3.3.2 Hopi phonology: the bigger picture

Hopi syncope and vowel shortening are closely tied to stress, so | present the
stress facts first (83.3.2.1). Syncope and shortening are described in §3.3.2.2 and §3.3.2.3
respectively. | draw on the descriptions by Jeanne 1978, 1982, and Hill and Black 1998.
Forms are taken from Jeanne' swork, Halle 1975, and the Hopi Dictionary (Hill et al.
1998).
3.3.2.1 Stress pattern

Hopi has CVV, CVC and CV syllables. There are generally no clusters, except
word-finally two-consonant clusters are tolerated when they arise through morpheme
concatenation. CVV and CVC syllables count as heavy in the weight-sensitive stress
system of Hopi, which is described as follows:

(12) Hopi stress: Stressiinitial syllable if heavy; otherwise stress second syllable. In
disyllables, stressthe initial syllable. No secondary stress has been reported.

The stress pattern isillustrated in (13)-(15).
(13) Stressinitial syllableif heavy

a. ftacvewa ‘chair’
b. sod.ya ‘planting stick’

(14) Otherwise stress second syllable

a. cagap.ta ‘dish sg.’
b. qo.td.som.pi ‘headband sg.’
c. ki.yapi ‘dipper sg.’

(15) Indisyllables and monosyllables, stress first syllable

a ké.ho ‘wood’
b. taavok ‘yesterday’
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c. mamant ‘maidens
d. pam ‘hel/she’

3.3.2.2 Syncope patterns

Syncope applies to the second vowel in words that have just three vowels
underlyingly. This can be seen in (16) and (17). Note that in both cases the outputs have
the shape CVCCV, or (H)L, which is also the shape that reduplicated forms take in (18).

(16) Syncopein/LLL/ words: second vowel deletes

a /somayal som.ya ‘tie, pl.’ cf. so.ma ‘tie, sg.’
b. /sotayal so?.ya ‘die, pl.’ cf. so.?7a ‘die, sg.’
c. /soman"i/ som.n"i ‘tie, nomic’

(17)  Syncopein/HLL/ words: second vowel deletes, first vowel shortens

a. [tooka-ni/ tok.ni ‘deep, future’ cf. tod.ka ‘dleep, non-future
b. /mooki-ni/ mok.ni ‘die, future’  cf. mod.ki ‘die, non-future
c. /nadayan-tad nd.yanta ‘to be aone by oneself’ cf. naa.la‘alone

(18) Reduplication of /LL/

a /RED-koho/ kok.ho ‘wood pl.’ cf. ko.ho
b. /RED-shi/ sis.hi ‘flower pl.”  cf. si.hi
c. /RED-como/ cOc.mo “hill pl. cf. c0.mo

In words with more than three underlying vowels, deletion affects the third vowel. The

39
four- and five-vowelled wordsin (19) exemplify this.
(19) Syncopein/LLL.../ words: third vowel deletes

a. /navota-na/ na.vét.na ‘inform, tell’ cf. navéta ‘to notice

b. /kawayo-sa-p/ kawdy.sap ‘ashighasahorse cf. kawayo ‘horse

c. lagakatsinal andk.ts.na ‘LongHair kachina cf. ana‘long hair,’
katsina ‘kachina[a spirit being]’

39
Syncope appears to apply in derived environments only; words like navota, kawayo,

katsina, and tuhisa do not undergo syncope (kawayo is a Spanish loan). | have no account
of this aspect of Hopi syncope at present. For some work on derived environment effects
in OT, see Kiparsky to appear, Lubowicz 2002, McCarthy 2002c, Polgardi 1995.
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d. /tuhisa-tuwi/ tu.histuwi  ‘ingenuity’ cf. tuhisa ‘ingenious,’
tuwi ‘knowledge
e. /qovisatapnal  gob.vistap.na ‘make pout, sulk’ cf. govisa ‘ bad sport’
The generalization that unites these patternsis that deletion produces a (H) or a
(LH) sequence at the left edge of the word followed by at |east one syllable; in other

words, syncope produces aleft-aligned iambic foot that is non-final in the word.

3.3.2.3 Vowse shortening patterns

Vowels shorten in several environmentsin Hopi. One is unstressed syllables.
When a second syllable long vowel isfinal in the word, it is shortened:

(20)  Shortening word-finally

a. /panaal pana ‘acton’ cf. pa.naa.qe ‘act on, conj.’
b. /sowaal so.wa ‘eat’ so.waa.ge ‘eat, conj.’
c. /pitii/ pi.ti  ‘arrive pi.tit.gey ‘arrive, conj.+acc.’

Shortening also applies to closed syllables, whether derived by syncope or not:
(21) Suffixation on /HL/ bases. syncope and shortening

a. /tooka-ni/ té.kni ‘deep, future' cf. téo.ka ‘deep, non-future
b. /mooki-ni/ mok.ni ‘die, future’  cf. moo.ki ‘die, non-future’

(22)  Shortening in underlyingly closed syllables

a. /naaqvil nag.vi ‘eat’ cf. /RED-naagvi/ nda.nag.vi ‘eat pl.’
b. /tiisna/  tisna ‘bodydirt’”  cf. /RED-tiisnal  tii.tis.na ‘body dirt pl.’

Finally, long vowels shorten in sequences, as demonstrated by the reduplication examples
in (23).

(23)  /HL/ reduplication with shortening

a. /RED-nooval ndo.no.va ‘food pl.” cf. ndo.va
b. /RED-moola/ moo.mo.la  ‘mulepl’ moo.la
c. /RED-?aaya ?dataya ‘rattle pI’ ?aya

d. /RED-soohi/ s00.50.hi ‘star pl.’ s60.hi
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| have found no long vowel prefixes or suffixes, so reduplicated forms provide the only

_ 40
examples of long vowels in sequences.

To summarize, Hopi long vowels shorten in closed syllables and in unstressed
positions.
3.3.3 Analysisof Hopi stress

3.3.3.1 Non-iterative footing

Stressin Hopi isiambic (Hayes 1995, Hung 1994): asingle foot is built at the left
edge of the word, and the final syllable is extrametrical. The pattern results from the
interaction of the following constraints:

(24) ENDRULE-R, ENDRULE-L, PARSE-G, NONFINALITY(G), PARSE-G1.

There is no secondary stress, so both ENDRULE constraints must dominate PARSE-

c. It ismore important to have no intervening feet between the right edge of the head foot

and the right edge of the prosodic word than to foot iteratively. A violation of ENDRULE-

R isincurred by theiterative loser (qotd)(som)pi because the main stress foot is not final

in the word. A violation of ENDRULE-L isincurred by (q6td)(sdm)pi because its main

stress foot is not initial in the word:

© According to Hill and Black, there is another shortening process that affects afirst-
syllable long vowel in compounding, e.g. siiva ‘metal’ + qopqgo ‘ fireplace’ — sivaqbpqd
‘stove,’ muuyaw ‘moon’ + taala ‘light’ — muytala ‘moonlight,” but gbétsa ‘white’ +
kowaako ‘chicken’ — qotsakowaako ‘white chicken.” This process is probably not part of
the same system as the shortening processes discussed here. Hill and Black also do not
mention whether there is secondary stress in compounds like gotsa-kowaako.
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(25) Onefoot isbuilt at the left edge

/qotbésompi/ ENDRULE-R | ENDRULE-L | PARSE-0
a = (qotd)sompi : **
b. (q6t6)(som)pi e -

*| *

c. (g6td)(sdm)pi

The position of the main stressfoot is determined by the high-ranking PARSE-G1. PARSE-
o1l must dominate al the constraints that can favor non-initial feet, because the first
gyllable is consistently footed regardless of what follows (thiswill be shown shortly).

3.3.3.2 Therole of NONFINALITY(0)

Aswewill seein 83.3.4.2, NONFINALITY (o) plays apivotal role in the outcome of
syncope—the output of syncope always satisfies this constraint even if this comes at the
expense of less-than-perfect footing. In addition to this effect, it controls stress
assignment in LL disyllablesin an interaction that Prince and Smolensky dub “rhythmic
reversal” (Prince and Smolensky 1993:58).

Default stressin Hopi isiambic, which suggests that RHTYPE=IAMB (see (27))

dominates RH-TYPE=TROCHEE—Wwitness (kiyd)pi > * (kiya)pi. However in disyllables,

a0
stressfals on theinitia syllablein order to avoid violating NONFINALITY (G):

“ This NONFINALITY constraint penalizes final syllables that bear stress, but thereis
another version of NONFINALITY that bans final syllables not only from being stressed but
from being footed—NONFINALITY (FT) (cf. Prince and Smolensky 1993). This constraint
can only be active in trochaic languages (where it favors antepenultimate stress), since
they alone can have footed word-final syllables that are not stressed. See chapter 4 for
discussion of NONFINALITY, where a more complete version of its harmonic scale will be
given.

100



(26) NONFINALITY(o): “The prosodic head of aword does not fall on the word-fina
syllable” (Prince and Smolensky 1993:42).

Harmonic scal€: [prwo..- S] > [prwo--- G]

Since (L) feet are generally avoided in the language (there are no L words, meaning

FTBIN is undominated), the only way to satisfy NONFINALITY(G) isto foot disyllables as

42
trochees. Thisviolates RH-TYPE=|AMB:

(27) RHTYPE=IAMB: “Feet are prominence-final” (Prince and Smolensky 1993:56).
Harmonic scale: (...8) > (...5)

Switching to trochaic feet in disyllablesis a common pattern for iambic languages. Prince
and Smolensky discuss rhythmic reversal in their analysis of Southern Paiute, and
numerous other examples can be found in Hung 1994 who actually briefly discusses Hopi
in this context.

(28)  Foot shape is sacrificed to avoid final stress

/koho/ NONFINALITY(0) | RHTYPE=IAMB | RHTYPE=TROCH
a. = (kého) *
b. (koho) * *

NONFINALITY (o) isvery high-ranked in Hopi and dominated only by the
morphol ogy-phonology interface constraint Lx=PR. LX=PR requiresthat all lexical words
correspond to prosodic words, i.e., be footed, etc. We see its effect in monosyllabic words

like pam: the only way to foot them resultsin final stress (30) (cf. the analysis of Latin

2 RHTYPE=IAMB according to this scaleis defined “*&)x.” By thisdefinition, (H) is both
an optimal trochee and an optimal iamb, sinceit is both prominence-initial and
prominence-final. Thisis an economy result: the smallest foot is preferred by the
grammar to larger feet simply because it does not contain any non-prominent material.
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extrametricality in Prince and Smolensky 1993). Monosyllables are the only forms that
violate NONFINALITY (o) in Hopi.
(29) LX=PR *“lexical words must correspond to prosodic ones.”

(30) Final stress not avoided when thereis only one syllable

/pam/ Lx=Pr NONFINALITY(0)
a = (pam) *
b. pam *1

3.3.3.3 Therole of WSP

Another constraint that affects the outcome of syncope and vowel shortening is
WSP (see (5)), which disfavors unstressed bimoraic syllables (CVV and CVC). Although
WSP plays an important role in blocking syncope, it is not ranked high enough to affect
stress placement very much. Thus, WSP is dominated by NONFINALITY(G). InLH
disyllables, stressfalls on theinitia syllable even though the result is an unstressed H
syllable.

(31) Heavy syllables unstressed in final position

/mamant/ NONFINALITY(0) WSP
a. =( mamant) *
b. ma(mant) *1

WSP is also dominated by the constraint that determines the placement of the main stress
foot in Hopi, PARSE-G1. Thefirst syllable of the word is always footed, even if this|leaves

heavy syllables unstressed. Footing the CVC in addition to footing the first syllableis
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also aconceivable alternative, but a poor one in Hopi because it violates one of the

43
undominated ENDRULE constraints;

(32) Heavy syllablesleft unfooted outside the initial disyllabic window

/qotésompi/ PARSE-61 | ENDRULE-R | ENDRULE-L | WSP
a. = (qot6)sompi : *
b. qo(t6som)pi *|

* |

c. (qotd)(som)pi

* |

d. (q6to)(sdém)pi

Although the constraints on footing dominate WSP, its activity isvisiblein
unstressed vowel shortening because it is ranked above MAX-u. Recall that long vowels
never occur word-finally in Hopi—there are even alternations that show this, asin
/panaal — (pana) but /panaa-qe/ — (panaa)ge. A long vowel can only surfaceif itis
stressed and non-final, satisfying NONFINALITY(c) and WSP. This pattern is analyzed in
83.34.1.

3.3.3.4 Summary of the analysis of stress

To sum up, NONFINALITY (o) isdominated only by Lx=PRr, and WSP is dominated
by NONFINALITY(G), ENDRULE-R, ENDRULE-L and PARSE-G1. WSP and PARSE-G cannot
be ranked with respect to each other at this point, but they will be ranked in the
subsequent sections based on the evidence from syncope and vowel shortening. The

rankings established so far are summarized in (33).

° There is aplausible alternative to this analysis, namely, that consonants do not bear
weight outside the main stress foot. In other words, candidates like (qotd)sompi violate
not WSP but WEIGHT-BY-PosITION (Hayes 1989, 1994, Rosenthall and van der Hulst
1999). The WSP analysis explains both shortening and why syncope failsto create
unstressed CV C syllables, which the WBP analysis does not do.
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(33) Rankingsfor the footing pattern

Lx=Pr ParRsE-c1 ENDRULE-R, L

|
NONFINALITY(GM
/\

RHTYPE=IAMB WSP PARSE-G

RHTY PI|E:TROCH

Tableau (34) shows how these rankings work together to produce the stress
pattern. Since only markedness constraints interact in this ranking, inputs are omitted.
Because of the number of constraints involved in this interaction, the tableau is given in
the comparative format (Prince 1998a, 2000). Instead of showing the individual violation
marks that each candidate incurs from each constraint, comparative tableaux show
whether a constraint favors the winning candidate (W) or aloser it is being compared
with (L). For every winner~loser comparison, the highest ranked constraint on which the
candidates differ must favor the winner. | will use comparative tableaux throughout
chapters 3 and 4 to introduce and/or summarize the more complex ranking arguments.

Thefirst pair of forms shows that a single foot must be built at the left edge, to
avoid violations of ENDRULE-R and NONFINALITY(G). The loser’ s footing, *ki(yapi), is
favored by PARSE-G-FINAL (not shown). Also, the default foot isiambic, not trochaic, as

shown by the comparison (kiyd)pi~* (kiya)pi. The next two comparisons show that the

first syllable must be footed even when this results in unstressed heavy syllables: PARSE-
o1 dominates WSP. Non-iterative footing in (qotd)som.pi aso indicates that ENDRULE-R
dominates PARSE-c: the main stress foot must be final in the word even if this means two
unfooted syllables. The last two comparisons show the role of NONFINALITY(o) in the
footing of monosyllables and disyllables.
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(34) Stress pattern

ER-R:Prs-61: LX~PR

NF

WSP: Prs-6: IAMB

TROCH

a. (kiyd)pi~Ki(yapi)

W

b. (kiya)pi~(kiya)pi

W

c. (ma.mant)~ma(mant)

W

d. (gotd)som. pi~qd(tésdm)pi

W

e. (qot6)som.pi~(qotd)(sdm)pi

f. (pam)~pam

L

g. (k6ho)~(kohd)

W

3.3.4 Non-iterative footing, syncope, and vowel shortening in Hopi

Foot construction is not static in Hopi. Rather, shortening and syncope interact

with foot construction to ensure (i) that the output has optimal iambic feet, i.e., (H) or

(LH), and (ii) that the number of unfooted syllablesis minimal and that their shapeis

optimal—L.

3.3.4.1 Anaysis of long vowel shortening

Recall that WSP is dominated in Hopi by NONFINALITY (6) and PARSE-G1, which

means that heavy syllables cannot “pull” stress off of light syllables: mamant > * mamant

and gotésompi - * q6t6sdémpi ). Despite being dominated by these constraints, WSP is still

active, and its most visible effect is vowel shortening. While unstressed CV C syllables

are tolerated, unstressed CVV syllables are routinely shortened. The relevant examples

are repeated in (35):
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44
(35)  Shortening word-finally

a. /panaal (péna) ‘act on’ cf. (panad)ge ‘act on, conj.’
b. /pitii/ (piti) ‘arrive (pitii)gey ‘arrive, conj.+acc.’

Unstressed CV C syllables must be tolerated because MAXC is undominated in the

language—consonants are never deleted. Thus, words like qtdsompi cannot get around

violating WSP by deleting a consonant, * qotdsopi. On the other hand, long vowels are
routinely shortened in unstressed positions.

Vowel shortening indicates that WWSP dominates the constraint against vowel
shortening, MAX-u (McCarthy and Prince 1995). | treat MAX- as a constraint against
shortening specifically as opposed to vowel deletion—MAXx-u and MAXV assign distinct
violations, athough amoraislost in both cases. MAXV isviolated when the entire vowel
root node is deleted, whereas MAX-u is violated when amorais lost without deleting the
vowel. MAX-u is not violated when avowel is deleted with all of its moras:

(36) MaAx-u “No shortening”: “For every V that correspondsto V' in the output, every
u that islinked to V has a correspondent u' linked to V'.”

MAX-u must be violated in Hopi in some situations: since NONFINALITY(G)
prevents the last syllable in an (LH) word from being stressed, asin * panaa, and WSP
disfavors (LH) trochees like * panaa, the only possible outcome given the Hopi ranking is

shortening to (LL), pana:

“ Jeanne analyzes these forms as exceptions to syncope based on panani ‘ act on, fut.’
and sowani ‘eat, fut.” The stress pattern in these forms suggests that they treat

—ni as a stress-neutral suffix (or aclitic), which also explains why syncope does not apply
but shortening does: there is a prosodic word boundary between the last syllable of the
base and the clitic, [[ pana] ni] . If these are exceptional, it is not with respect to syncope.
According to the Hopi Dictionary, they reduplicate just as LL forms, with syncopein the
base: papna, soswa, €etc.
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(837)  Shortening in word-final syllables

/panaal NONFINALITY(G) | WSP MAX-uL
a == (pana) *

b. (panaa) *|

C. (panéa) *|

Under this ranking, long vowels must also shorten outside the main foot (38), e.g., in
reduplication (see (38)). If neither vowel is shortened, the result would violate WSP since

it isimpossible to foot both vowelsin Hopi. Thus, * (hdo)noo.va is out on WSP, and

_ .45
*(noo)(noo)va is out on ENDRULE constraints.

(38) /HL/ reduplication with shortening

a /RED-noova (n6o)no.va  ‘food pl.’ cf. (nGo)va
b. /RED-moola/ (m6éo)ymo.la ‘mulepl’ (moéo)la

Aswe will see shortly, WSP has another effect in Hopi: it controls the syncope process.

3.3.4.2 Anayss of short vowel syncope

The ideal prosodic word in Hopi consists of an initial iambic foot followed by a
single unstressed light syllable: (LH)L or (H)L. Thisisin part the effect of
NONFINALITY (o), WSP, and PARSE-c. Aswe will seein this section, syncope works

towardsthisgoal, aswell.

® Why not * (no.noo)va? This sort of output achieves maximal footing and preserves the
long vowel in the base, performing better than (néo)no.va on FAITH-IO. | assume that the
reduplicant morpheme attracts stress—it is an underlyingly stressed suffix (Alderete
1998, Revithiadou 1999). Since the stressed syllable must be heavy in Hopi (see
83.3.4.2), the long vowel isrealized in the reduplicant (for some related issues, see
Fitzgerald 1999, Riggle 2003, Struijke 2001). Deletion of the long vowel in the base to
*non.va is prevented by a specia faithfulness constraint that requires input long vowels
to have output correspondents—see 83.4.6.2. This analysis also explains the reduplication
pattern of LL bases: /RED-koho/ — (kok)ho. For an alternative analysis of Hopi
reduplication, see Hendricks 1999.
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Syncopein/LLL.../ words. As shown in (39) (repeated from (19)), the third
underlying vowel deletes in words that have four or more underlying vowels, the first
three of which are short:

(39) Deletionin/LLL.../ words

a. /navota-na/ na.vot.na ‘inform, tell’ *(na.vO)ta.na
b. /ana-katsina/ (apak)ts.na ‘Long Hair kachina® *(anpd)katsi.na
c. /tuhisa-tuwi/ (tu.his)tu.wi  ‘ingenuity’ * (tu.hi)sa.tu.wi

Thefirst two syllables in such words must be grouped into an iambic foot, yet the

faithful parse (a.yd)ka.tsi.na violates SWP, the requirement for stressed syllables to be

heavy (see (3)) Conceivably, SWP could be satisfied by lengthening the second vowel or
geminating the following consonant. Neither lengthening nor gemination are available
options in Hopi, though. We have seen that disyllabic forms like sbma do not surface as
*sooma or * sdmma, although this would remove the need to foot them trochaically. This
indicates that DEP-u dominates SWP, preventing stressed syllable augmentation. (The
forms * somma and * sooma violate DErP-CONs-u and DEP-V OC-L, respectively.)

(40) No augmentation

/somal DEP-i | SWP | RHTYPE=IAMB
a. = (s0.ma) * *

b. (Sdmma | *! :

c. (sbo)ma *1

Syncope in disyllablesis blocked by NONFINALITY (o), to which | will return
shortly. In longer words, though, SWP can be satisfied by vowel deletion. Fitzgerald
1999 argues that the same ranking holds in another Uto-Aztecan language, Tohono
O’ odham, where base vowels syncopate when a CV reduplicant is prefixed: /RED-toki/
— tét.ki ‘cotton,’” not * (toto)ki. The difference between Hopi and Tohono O’ odham is
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that in Hopi, the syncope processis generalized to all morphologically derived forms, not
just reduplicated ones:

(41) SWP>>MAXV: heavy stressed syllables by syncope

/navota-na/ SWP MAXV
a. = (navét)na *
b. (navo)tana *1

Note that it is the third and not the second vowel that undergoes syncopein
navotna. Such deletion creates a perfect iambic foot (LH), packing the maximal amount
of syllablesinto the foot while minimizing the number of unfooted syllables. Deleting in
the second syllable would also satisfy SWP, but the (H)LLL result incurs more violations
of PARSE-c. Note that this result obtains regardless of the ranking of PARSE-G with
respect to MAXV—both candidates in (42) satisfy SWP equally well, differing only in the
number of unfooted syllables. In other words, the largest foot wins:

(42) PaRsE-c and foot-packing (PARSE-G and MAXV not yet ranked)

/navota-nal SWP MAXV : PARSE-G
a. =(na.vét)na * ! *
b. (ndv)tana * i il

The Hopi pattern is not uniqgue—a similar pattern of third vowel syncope has been
reported for other languages, notably Southeastern Tepehuan (see 83.5) and Aguaruna.
Payne (1990:163) describes third vowel deletion in Aguaruna as affecting words with

“three moras or more”:
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(43) Aguarunathird vowel syncope (Alderete 1998, Payne 1990)

a. /icinaka-nal i.¢in.kan ‘clay pot (Acc)’ cf. i.¢i.nak
b. /ipaku/ i.pak ‘achiote cf. I.pa.kun
c. [tutupi/ tu.tup ‘back’ cf. tu.tu.pin

Such patterns of deletion clearly necessitate some reference to an initial iambic foot, and
the analysis can be straightforwardly couched in terms of PARSE-G and SWP.

Syncopein /LLL/ words. In words with three underlying short vowels, deletion
strikes the second and not the third vowel in Hopi: /soma-yal — sdm.ya, not * so.may.
The reason for thisis NONFINALITY(o): final stressis generally avoided in Hopi, and
NONFINALITY (o) disfavors the deletion pattern that would result in final stress (see (44)).
Thisis despite the more exhaustive parsing that a final-deletion output could achieve:
deleting the last vowel (asin * somay) creates an output with asingle, canonical LH
iambic foot and no unparsed syllables (In fact, as we will seein 83.5, thisis the output
that winsin Southeastern Tepehuan, because NONFINALITY (o) and PARSE-G are ranked
in the opposite way). The output (sdm)ya is selected because it satisfies NONFINALITY(G)
at the expense of violating PARSE-c. Another candidate not included in the tableau is
*(sd.may). It isruled out both by SWP and WSP, since its stressed syllableislight and its
unstressed syllable is heavy.

(44) Syncope does not create final stress

/soma-yal NONFINALITY(G) PARSE-G
a. = (sdm)ya *
b. (so.may) *|
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As mentioned above, NONFINALITY (o) also explains why vowels do not deletein

LL disyllableslike soma and k(’)ho.46 These contain LL trochaic feet, which violate SWP
since their head syllables are not heavy. However, these violations are required by the
high-ranking NONFINALITY (o), as was shown in (28), and they cannot be avoided
because NONFINALITY(G) also dominates MAXV. Thus, /soma/ does not map to *som
because this output incurs a NONFINALITY(G) violation. Augmentation is not an option
here, either, so the canonical LL trochee emerges instead:

(45) NONFINALITY(oc) and DeP-u prevent unfaithfulnessin LL disyllables

/soma/ DEP-u NONFINALITY(G) | SWP | MAXV
a. = (sdma) 5 *

b. (sdm) *| *

c. (sbo)ma 1

Syncopein /HLL.../ words. In words that begin in long vowels, SWP can be
satisfied by afaithful output, without deletion. Y et syncope appliesin /HL-L/ words
((46), repeated from (10)):

(46) Suffixation on HL bases: syncope and shortening

a. [tooka-ni/ tokni ‘deep, future' cf. tooka ‘deep, non-future
b. /mooki-ni/ mokni ‘die, future’  cf. mooki ‘die, non-future

Why syncopate hereif not to reduce the number of syllablesin the output? The
phonology of Hopi provides an answer to this question: syncope reduces the number of

unfooted syllables. This has to do with the fact that footing is non-iterative. PARSE-G is

46

Actually, the explanation could be that syncope generally does not affect
morphologically underived words. The analysis here is meant to account for the failure of
syncope in hypothetical derived words aswell, e.g., /t-atal — *tat.
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dominated by constraints such as ENDRULE-R and NONFINALITY (o), but it still exerts an
effect whenever it can. In/HLL/ words, it is possible to reduce the number of violations

of PARSE-G by syncope, so thisis exactly what happensin (47). (The shared violations of

47
PARSE-c are required by high-ranking NONFINALITY(G).)

(47) PARSE-6>>MAXV: syncope after long vowels

/tookani/ PARSE-G MAXV
a. = (tok)ni * *
b. (too)ka.ni *x |

/LLL.../ wordsrevisited. Although PARSE-c dominates MAXV, there are plenty of

unfooted syllablesin Hopi—recall (azék)tsi.na. The reason for thisis that WSP

dominates PARSE-G: syncope can never create heavy unstressed syllables. WSP in a sense
controls syncope. The number of unfooted syllables can only be minimized in this very
specific situation: when along vowel isfollowed by a CV sequence, the short vowel
deletes and the long vowel shortens in the resulting closed syllable.

WSP has a dual rolein Hopi. On the one hand, it requires unstressed long vowels
to shorten by dominating MAX-p (see 83.3.4.1). On the other hand, it prevents unfooted
syllable syncope from creating unstressed CV C syllables by dominating PARSE-G. Thisis
shown in (48). All three candidates in (48) perform equally well on SWP—deleting either

the second or the third vowel creates a heavy foot head. The decision is passed down to

47
The winner here is unfaithful in more than one way: it deletes the vowel a and shortens

the long vowel of the base. This shortening is required by *6,,,.: “No trimoraic
syllables.” This constraint is not violated in Hopi (except in words with low tone—Ilow
tone must be realized on long vowelsin Hopi, so low tone syllables are allowed to be
superheavy CVVC). Long vowels shorten in syncope words (/tooka-ni/ — tok.ni,
*took.ni) and in underlyingly superheavy syllables, as was shown in (22).
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WSP and PARSE-G. The ranking WSP>> PARSE-G selects the candidate that packs the

maximum number of syllables into the main foot but does not attempt to reduce the
number of unfooted syllables further. Note also that the last candidate, (ap)kats.na, is
locally harmonically bounded in thisiambic system: not only doesit not do any better
than the winner on PARSE-G, it also violates WSP.

(48)  Syncope cannot create unstressed H syllables

/ana-katsinal Swp WSP PARSE-G MAxV
a. = (anék)tsi.na tsi, na *
b. (apék)tsin tsin! tsin *x
c. (dp)kats.na G kats, na *

Under this ranking, syncope should apply whenever it cannot affect the violations
of WSP—for example, when the heavy syllable is present in the output whether or not
syncope applies. Thetesting ground for this prediction is longer words that have the

shape /HLH.../. In such words, syncope still applies to the second syllable: /naala-ya-n-ta/

— (ndl)yan.ta ‘to be alone by oneself,’ cf. naala ‘aone.’ 48 Note that in nal.yan.ta, the
second syllable is heavy whether or not syncope applies—consonants cannot be del eted.
The number of unfooted syllables can be safely minimized, so syncope and shortening
apply herejust as in /tooka-ni/— tok.ni.

Vowel shortening revisited. PARSE-c compels vowel deletion in very specific

circumstances by dominating MAXV, but it can aso conceivably compel vowel

48
For reasons yet to be understood, syncope generally does not apply to the second

syllable of /LL-H.../ words; thus, qétdsompi ‘headband’ is not * gotsompi. Any account of
this pattern will also have to explain why syncope does apply in /HL-H.../ words. | will
leave this puzzle of Hopi phonology for future research.
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shortening. For example, shortening the first long vowel in a disyllable could produce an
output that is exhaustively footed, asin /taavok/— * (tavok). We do not find thisin
Hopi—Ilong vowels do not shorten when they are in position to be stressed, so /taavok/
maps to (taa)vok. Shortening cannot create a violation of SWP at the expense of
exhaustive parsing—foot form is praised above exhaustive footing in Hopi:

(49) Foot form vs. exhaustive footing

Itaavok/ NONFINALITY(G) SWP PARSE-G
a. = (taa)vok v *
b. (tavok) v *|

To summarize, vowel shortening and syncope are used to do the things that foot
building cannot accomplish in Hopi: they minimize the number of unfooted syllables,
maximize the weight of stressed syllables, and minimize the weight of unstressed
syllables. Thereis every reason to think that outputsin Hopi must meet certain standards
of prosodic well-formedness, but there is no indication that there is a general economy
principle at work here. Thisis not a pattern of “delete wherever syllable structure
permits’—this sort of an approach to Hopi is not very illuminating, aswe will seein
83.3.6.

3.35 Summary of the Hopi analysis

Let us review how syncope and shortening function within the prosodic system of

Hopi. The crucia rankings are summarized in (50)-(52).

(50) Directionality of footing: ENDRULE-R, ENDRULE-L >> PARSE-G

(51) Final extrametricality: LX=PR >> NONFINALITY(c)>>RHTYPE=IAMB
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(52) Syncope/shortening:
Dep  NONFIN(G)
1

SWP WSP
\/\

PARSE-G MAX-UL
|V|A|XV
This grammar is shown in action in the comparative tableau (53). Syncope must
create heavy foot heads, which is shown by the failure of *(so.md)ya. Vowels are a'so
deleted in forms like /tooka-ni/ to reduce the number of unfooted syllables; this state of
affairs indicates that both SWP and PARSE-c dominate MAXV. The site of deletion is
determined by NONFINALITY (o) and WSP: deletion can never create a stressed final

syllable (thus no *so.may) or an unstressed heavy syllable (thus no *azak.tsin). The

dispreference for unstressed heavy syllablesis aso seen in the vowel shortening process:
unstressed long vowels shorten in /panaal and /noo-nooval. Finally, foot shape takes
priority over exhaustive footing—shortening does not apply to stressable long vowels

even though this might pack more syllables into the foot.
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(53) Syncope and the stress system

/soma-yal NONFIN : ER-R|WSP: SWP | PaRsE-6 | MAXV | MAX-(t
a. (sdm)ya~(somay) W | L |

b. (sdbm)ya~(soma)ya W L

/tooka-ni/

C. (tok)ni~(too)kani W L

—

—

d. (t6k)ni~(t6o)kan | W |

e. (ték)ni~(téo)(kan) W W | boL
/soma/ ; ; |

f. (SOma)~(som) W L W

[ana-katsinal/

g. (anak)tsi.na~(ag)katsi.na W

h.(anak)tsi.na~(andk)tsin W L W

/naalaya-n-tal

i. (nd)yan.ta~(naa)la.yan.ta | | W L L

/panaal

—

j (péna)~(panaa) i W

k.(p&na)~(pa.néa) W L L L
Itaavok/ ’ ’ ’

I, (téa)vok~(t&.voK) W | L VY

The real output goal in Hopi are monopod outputs with heavy heads, non-final stress, a
minimal number of unfooted syllables, and as few unstressed heavy syllables as possible.
The fact that winning outputs are shorter (i.e., more economical than their faithful
competitors) isjust aresult of the language-specific ranking of faithfulness and
markedness constraints in the grammar: syncope and vowel shortening are used because
stressed syllable augmentation and iterative footing do not happen to be available
alternatives.
3.3.6 Comparison with an economy constraint analysis of Hopi

Hopi syncope is analyzed by Jeanne 1978, 1982, who proposes the following
basic rule of two-sided open syllable syncope. Rules of this sort date back to Kuroda's

(1967) analysis of Y awelmani:
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(54) V —@/VC__CV (Jeanne 1978, 1982)

The vowel deletion rulein (54) accounts for deletion in three-vowel inputs, both /HLL/

and /LLL/, but it is not sufficient for inputs with more than three vowels, such as /ana

katsina/— agak.tsi.na. Jeanne does not discuss such forms—she only addresses /HLL/

and /LLL/. Yet the problem is clear: the two-sided open syllable syncope rule does not
offer guidance as to which vowel to delete in longer inputs, where several medial vowels

are eligible. Syncope rules can be formulated to apply directionally and iteratively (see

83.4.8.2 and Phelps 1975), but this may not help in Hopi since in /ana-katsina/ the middle

vowel deletes.

The common thread for all the Hopi patternsisthat the deleted vowel is post-
tonic, but the syncope rule cannot be ordered after stress assignment and formulated to
refer only to post-tonic vowels, because syncope sometimes del etes the vowel that would
be stressed by default: in /soma-ya/, the second vowel would be stressed (cf. kiyapi)
except that it is deleted. There are various solutions to this (see Kager 1997 for some
discussion), but the point still stands: the analysis of Hopi syncope and stress assignment
requires some reference to foot structure.

The sameissue arisesin OT analyses in terms of economy constraints. The basic
syncope pattern in trivocalic words may be explained using the ranking * COMPLEX>>
*STRUC(0) >> MAXV, NOCODA: “reduce the number of syllables wherever possible by
deleting vowels without creating clusters; codas are acceptable.” Syncopein /HL-L/
words is aso expected—if it is possible to reduce the number of syllables, syncope

should apply:
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(55)

A *STRUC analysis of Hopi syncope

*COMPLEX | *STRUC(G) | MAXV | NOCODA

/somaryal | a. =som.ya *x * o *

b. so.maya *rx]

C. Smaya *| *x *

d. smya *1 * *x

e. '=°'sp.may *x * *
/tookar-ni/ | f. =tok.ni *x * *

g. too.kani *rx]

h. ==too.kan *x * *

This analysis encounters the same problem as the rule analysis: lack of control
over the site of deletion. Candidates som.ya and * so.may have identical violation profiles,
yet only som.ya is acceptable in Hopi. Economy constraints like * STRuc(c) do not
distinguish post-tonic syllables from final syllables—to them, all syllables are marked.
Thus, while they express the popularly held belief the that |languages favor shorter
structures, they do not offer much guidance as to which shorter structures are preferred to
which.

The exit strategy for an economy analysisisto appeal to various markedness and
faithfulness blockers (Hartkemeyer 2000, Kisseberth 1970b, Taylor 1994, Tranel 1999).
The all-purpose blocker is* COMPLEX, but its powers are exhausted after it strikes down
*smaya; * Complex does not distinguish som.ya from * so.may. These candidates can be
teased apart—one could argue that som.ya is preferred because it preserves the word-final
segment, obeying ANCHOR-R (*the rightmost element of an input has a correspondent in
the output” (McCarthy and Prince 1995), Hartkemeyer 2000 appliesit to syncope). In
Hopi, though, this does not apply—word-final segments do get deleted in compounds, as

in /tuhisa-tuwi/ — tuhistuwi ‘ingenuity.’
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The best explanation is the one suggested by the phonology of Hopi itself:
syncope creates aH syllable at the beginning of the word because the foot is built at the
beginning of the word, and because final stressis generally avoided. An analysis that
places syncope in the broader context of the language’' s phonology manages to capture
the prosody-syncope connection and to explain the mechanics of syncope without
appealing to ad-hoc explanations.

The real problems with the * STRuc analysis come to light when we look at words
with more than three underlying vowels, e.g., /LLLLL/ words. These are ripe for

shortening, and yet only one vowel isdeleted in each. Thisis spelled out in (56). The

actual winner a.yak.tsi.na deletes just one vowel, and yet it loses to candidates (c) and

(d), which contain fewer syllables and which are equally well-formed phonotactically.
What’ s worse, * STRUC cannot distinguish (c) from (d) and (a) from (b)—they aretied in
the number of syllables. Recall that under the prosodic analysis, (c) is actually
harmonically bounded by (d) because (c) it has an unstressed H and does no better on
PARSE-c than (d). This contrast cannot be captured in a syllable-counting analysis.

(56) *Srrucfailsto explain longer words

laga-katsina/ * COMPLEX * STRUC(G) MaxV

v *k kK| *

a é anak.ts.na
(actual winner)

b. anakats.na ekt *
c. wway.kats.na 4 e o
d. =ranak.tsin v i

Appealsto positional faithfulness constraints like ANCHOR-R do not help here.

Recall the earlier problem of distinguishing som.ya from so.may, where a possible
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explanation was that word-final vowels could not be deleted. In longer words, vowels are

deleted regardless of position: in /aga-katsina/ the vowel is deleted from the first syllable

of the second word, argak.tsi.na, while /tuhisa-tuwi/ deletes the vowel from the last

syllable of thefirst word, tu.his.tu.wi. In both cases, the vowel is deleted from what
would be the third syllable—an environment that makes sense if syncopeis creating LH
feet but not if syllables are deleted for the sake of deleting syllables.

The account can be saved by appealing to prosodic constraints like WSP and
PARSE-G, but this considerably weakens the economy principle stance—if economy
principles cannot do without prosodic constraints and prosodic constraints are sufficient
on their own, what is the use for economy principles?

There is another problem with this account, and of a more fundamental sort. It is
unclear exactly what sort of economy principleis at work in Hopi, since both syllables
and moras appear to be “economized” but only in certain environments. Consider tok.ni,
which * STRUC(c) cannot distinguish from *too.kan. The actual winner is shorter, but not
in terms of syllables—in terms of moras. Isit * STRuc(u) that distinguishes them? That
seems like a promising strategy, but it also predicts that shortening should apply fairly
generaly, even to /HL/ words like /tooka/— *t0.ka. Shortening in stressed syllables
could be blocked by the SWP, but by now the * STRuC analysis has appeal ed to
practically every markedness constraint that was argued to be instrumental in the metrical
anaysis!

Economy principlesin phonology can be made fairly specific by making * STRuc
constraints refer to specific levels of structure. Thisis arguably necessary because we see

their independent “effects” (though see §2.3). One could claim that Hopi has foot
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economy, since only one foot is built (though the traditional PARSE-G analysisis usualy
deemed sufficient). Hopi would aso have syllable economy, but of an odd sort: light
open syllables are “marked” in second or third position following another light open
syllable, but not later in the word—we can appeal to WSP to explain that. The sameis
true for long vowel economy: long vowels are preserved in the first or in the second
syllable, but never in both (enter SWP). The * STRUC constraints themselves have
gradually become a usel ess appendage in the analysis—as can be seen in the comparative
tableau below, they do no work that the other constraints cannot do:

(57) *SrRrRuc constraints do no work once the analysisis fully developed

SWP | WSP | PaRse-G | MAXV | *G | *1
/somayal | a som.ya~sb.maya W | L [w:iw
b. sbm.ya~smaya W :
C. sdm.ya~sd.may W W !
/tooka-ni/ d. tok.ni~to6o.ka.ni | W L Wi W
e. tok.ni~t6o.kan LW LW
Janarkatsing/ | f. anak.tsi.na~apak.tsin W L L L

To gain any insight into patterns like that of Hopi, we have to appeal to devices
that go beyond counting syllables, moras, and feet. What matters is the positions of
syllables and moras and the kinds of feet, not their number. Independently motivated
metrical constraints not only explain these patterns straightforwardly—they are sufficient
by themselves.

The point hereis not that * STRuUC analyses can’t be made to work—they can, once
enough machinery isimplemented. Thisisin part an Ockham’s Razor argument—

* STRUC is unnecessary in the theory, so it must be excluded from the theory. Y et these
constraints are not only unnecessary but actually harmful, aswe will seein 83.5.5. They

are adouble burden on the theory.
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34 Tonkawa
3.4.1 Introduction: anew look at Tonkawa

Tonkawa (Coahuiltecan, Texas, extinct) syncope is often cited as the example of
constrained deletion of “unnecessary” vowels (Coté 2001, Hartkemeyer 2000, Kisseberth
1970b, Lee 1983, McCarthy 1986, Phelps 1975, Taylor 1994). In this section | present a
re-analysis of Tonkawa. | show that the process can be better understood in terms of
building better feet rather than deleting “unnecessary” vowels.

The patterns of deletion in Hopi and Tonkawa differ in a number of ways that are
directly connected to their prosody. Footing is non-iterative and iambic in Hopi but is
iterative and trochaic in Tonkawa, and this has consequences for deletion. In Hopi
syncope results both in better feet and in more exhaustive foot parsing, while in Tonkawa
only foot shape matters because footing is aways exhaustive. Furthermore, in Hopi feet
areiambic, (LH) and (H), whilein the Tonkawa only trochaic feet are built—(H), (HL)
and (LL). This difference arises because RHTYPE=IAMB and RHTYPE=TROCHEE are
ranked differently in the two languages.

Tonkawa provides another insight into vowel deletion processes. it shows that
apocope and syncope are uniform in process but have different targets, at least in this
language. This lends support to one of the central ideas of thiswork: there is no inherent
unity to economy effects.

The traditional analysis of Tonkawaisin terms of economy constraints and rules.
| argue that here, just as in the case of Hopi, the prosodic analysis requires no economy

constraints, yet the economy analysis cannot do without prosodic constraints. Because
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prosodic constraints are sufficient on their own, | argue that economy constraints are
unnecessary.

In 83.4.2 | introduce the overview of Tonkawa prosodic phonology, including its
syllable structure, vowel shortening patterns, and the three vowel deletion processes of
hiatus elision, apocope, and syncope. | then develop an analysis of Tonkawa prosody,
vowel shortening (83.4.3), and syncope (83.4.5). Section 83.4.8 discusses dternative
analyses of Tonkawa.

3.4.2 Tonkawa patterns

Words of Tonkawa consist of CVC, CVV, and CVVC syllables, with occasional
CV syllablesin-between: “each syllable of a Tonkawa word must begin with a consonant
and, if possible, be composed of consonant plus vowel plus consonant” (Hoijer 1933:21).

Except for two systematically exceptional cases, CV syllables do not occur in adjacent

positions. 49 Asfor the weight of these syllables, | will assumethat all syllables are heavy
except for CV—arguments will be provided throughout the analysis.

The patterns of shortening and syncope follow the following generalizations,
which will be exemplified shortly:

(58) Generalization for vowel shortening: A long vowel shortens following an initial
light syllable /#LH.../, in what would be the weak branch of atrochaic foot.

(59) Generdlizationsfor vowel deletion: Vowel deletion applies:
a Word-finally;

b. To thefirst of two vowelsin hiatus;
C. To anon-root-final vowel in (what would be) the weak branch of aLL
trochaic foot.

49
Some CV sequences arise because long vowels and root-final vowels cannot be
deleted. See § 3.4.6.
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3421 Stress
Unlike Hopi stress, the Tonkawa pattern is not described in detail, though much
can beinferred from vowel shortening and syncope. Hoijer’s descriptions are as follows:

(60) Accentin Tonkawa s evenly distributed—each syllable receives substantially the
same accentuation. (Hoijer 1933:22)

(61) Tonkawa utterances consist of a succession of more or less evenly stressed
50
syllables.  (Hoijer 1946:292)

| take these statements to mean that Tonkawa footing isiterative; thisis hardly surprising
since Tonkawa words consist mostly of heavy syllables. Additiona evidence for
iterativity of footing comes from the distribution of long vowels.

3.4.2.2 Vowd shortening as evidence for trochaic feet

Hoijer’ s description of stressis not detailed enough to deduce whether Tonkawa
has iambic or trochaic stress, but the patterns of vowel shortening strongly indicate that
footing istrochaic. The distribution of long vowelsislimited in away similar to the Latin

pattern called brevis brevians or “iambic shortening”:

50
Hoijer goes on to add that “disyllabic forms, however, are generally pronounced with a

somewhat heavier stress on the final syllable, whereas in polysyllabic words the main
stress moves to the penult.” It is possible that the remark about disyllables refersto
apocope words like notox ‘hoe,” where the second syllable is the heavier one. However,
the placement of main stress does not play a central rolein any of the processes discussed
here, so it will not be analyzed or considered further.
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(62) Latin (Allen 1973, Mester 1994, Prince 1990, Prince and Smolensky 1993)
a. /ego:/ — (ego)

LH (LL) not *(LH)
b. /dessino:/ — (dex)(si.no)

HLH (H)(LL) not *(H)L(H), (HL)(H) or *(H)(LH)
c. /ambo:/ — (am)(bo:)

HH (H)(H) no change
d. /studeo:/ — (stu.de)(o)

LLH (LL)Y(H) no change

This shortening allows for the elimination of unstressed H syllables and for
exhaustive footing into ideal trochaic feet, (H) and (LL) (Hayes 1995, Prince 1990). The
Tonkawa pattern is similar—the only difference is/HLH/ words, where shortening does
not apply. | will return to thisin the analysis of shortening in 83.4.4.

The actual facts of Tonkawa shortening are as follows. Long vowels surface
faithfully in the first syllable ((a)-(b) in (63)) and in a syllable that follows a heavy
syllable ((c)-(d) in (63)), but they shorten following alight initial syllable (64). This
distribution makes sense if a canonically trochaic (H) or (LL) foot is built at the left edge,
but not if it isacanonical iamb (LH) or (H)—(LH) makes a better iamb than (LL), aswe
saw in 83.3. Theinferred footing of the outputs is shown using round brackets.

(63) Longvowelssurface aslong in thefirst syllable or following H

a. /kaana-0?/ (kad)(no?) ‘he throws it away’

b. /kaana-n-o?/ (kaa.na)(no?) ‘heisthrowing it away’

c. /neskaana-0?/  (nes)(kaa)(no?) ‘he causes him to throw it away’

d. /yaaloona-0?/ (yaa)(loo)(no?) ‘he kills him’ *(yaa)lo..., *(yaalo)...
e. [taa-notoso-o?Y  (taa)(not)(so?s) ‘I stand with him’

(64) Vowe shortening after initia light syllable

a. /xakaana-0?/ (xa.ka)(no?) ‘hethrowsit far away’ * (xa.kaa)(no?)

b. /ke-yaaloona-0?/ (ke.ya)(loo)(no?) ‘hekillsme’ *(ke.yaa)(loo)(no?)
c. /ke-taa-notoso-0?/ (ke.ta)(not)(so?) ‘he standswithme  *(ke.taa)(not)(so?)
d. /we-naate-0?/ (we.na)(to?) ‘he steps on them'’ * (we.naa)(to?)
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Thereis no shortening in syllables after the second syllable, since there the long vowel
can be stressed:
(65) No shortening after noninitial light syllable

a. /ha-koxo-naa-ken/ (hak.xo)(naa)(ken)  ‘youwentin’ *(hak)(xo.na)(ken)
b. /we-tasa-sooyan-o0?</ (wet.sa)(soo.ya)(no?s)‘ | swim off with them’

Long vowelsin closed syllables also follow this pattern—they appear long in the first
syllable or after a heavy syllable, as shown in (66), but shorten following alight initial
syllable (67).

(66) CVVC surfacesfaithfully word-initially or after aheavy syllable

a. /soopka-o?/ (soop)(ko?) ‘he swells up’
b. /c'aapxe-0?/ (c’aap)(xo?) ‘he puts up a bed’
c. [?atsoo-k-l1akno?o/ (?at)(sook)(lak)(no?o) ‘cameto life, itissaid’ (?atsoo- ‘to revive,

51
-k ‘participial verb suffix,” -lakno?o ‘narrative enclitic’)
(67) CVVC shorten after light syllable

a. /ke-soopka-o?/  (ke.sop)(ko?) ‘| swell up’
b. /we-c'aapxe-0?/ (we.c'ap)(xo?) ‘he puts up several beds

To summarize, the pattern of vowel shortening indicates that Tonkawa has a
requirement for there to be atrochaic foot—(H), (LL), or (HL)—at the left edge of the
word.

3.4.2.3 Vowe deletion patterns

Kisseberth 1970b identifies three circumstances under which vowels deletein

Tonkawa. Apocope del etes word-final vowels, and hiatus elision affects vowelsin

51
In Hoijer’ s orthography, cisthe dental affricate, and tsis acluster of two consonants.
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hi atus.52 The third process is syncope, which deletes vowels roughly in the environment
of vowel shortening.

Hiatus elision. When two vowels meet at a morpheme boundary, asin (68), the
first is deleted. Hiatus sequences are underlined in the URs.

(68) Vowel deletion resolves hiatus

a. /ke-we-yamaxa-oo-ka/  kew.yam.xoo.ka ‘you paint our faces
*kew.yam.xa.00.ka
cf. /ke-yamaxa-n-0?/ key.ma.xa.no? ‘heis painting my face’
b. /pile-o?/ pi.lo? ‘herallsit’”  *pi.le.o?
cf. /pile-n-0?/ pi.le.no? ‘heisroalling it’

Apocope. Most words end in consonants (though there are afew exceptions, as
Phelps 1975 and Kisseberth 1970b both note). Underlyingly final vowels are deleted by a
a productive process of apocope.

(69) Word-final vowel deletion (apocope)

a. /notoxo/ no.tox ‘hoe’ cf. not.xo.no? ‘heishoeingit’
b. /picena pi.cen ‘steer, castrated on€’  cf. pic.nano? ‘heiscutting it’

Syncope. As shown in (70), syncope del etes every other vowel of the word,
starting from the second and proceeding rightwards (with some exceptions, discussed
below). If the word underlyingly beginsin/LL/, the second vowel is always deleted to
create a (H) foot (see (a), (d)). If theword beginsin/LLL/, then a(HL) foot is created

(see (b), (e), (9)). The examples are shown with their inferred foot structure.

> My terminology differs from that of Kisseberth 1970b and Phelps 1975. Their Word-
Final Vowel Deletion corresponds to my apocope; their Vowel Elision is my syncope,
and their Vowel Truncation is my hiatus elision. Hiatus elision has been called
synaloepha, but Trask 1996 defines this as coa escence of vowels across aword
boundary. In Tonkawa, deletion applies word-internally between adjacent morphemes.
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(70)  Syncope

a lyakapa-o?/ (yak)(po?) ‘he hitsit’

b. /we-yakapa-0?/ (wey.ka)(po?) ‘he hits them’ >

c. /ke-yakapa-nes-?0?/ (key)(ka.pa)(nes)(?0?)‘they two strike me'

d. /ke-we-yamaxa-oo-ka/  (kew)(yam)(xoo.ka) ‘you paint our faces

e. /yamaxa-no?/ (yam.xa)(no?) ‘heis painting hisface’

f. /nes-yamaxa-0?/ (nes)(yam)(xo?) ‘he causes him to paint his face
g. /ke-yamaxa-o?/ (key.ma)(xo?) ‘he paints my face

Syncopeis directional, which is shown in (71). This directionality property was
first noted by Phelps 1975, and it has always been a puzzle under the “delete wherever
you can” approach. Phonotactic constraints permit the deletion of either the second or the
third underlying vowel, and yet it is the second syllable that is consistently affected. This
pattern is not puzzling if atrochaic foot is constructed at the left edge as shown—(wen.to)
is abetter trochee than (wé.not):

(71) Left-to-right directionality

a. /we-notoxo-o?/ (wen.to)(xo?) *we(not)(xo?)
b. /ke-we-yakapa-nes?-oo-kal (kew)(yak.pa)(nes)(?00.ka) *ke(wey)(kapa)...
c. /ke-we-yamaxa-00-ka/ (kew)(yam)(xo0.ka) *ke(wey)(maxa)...

The following examples show that unlike Hopi, Tonkawa syncopeisiterative. In
a/LLLLL.../ sequence, syncope will apply to the second and the fourth vowels (I have
not found any /LLLLLL.../ wordsin Hoijer's corpus). Theroot of the last formin (72)

dropsits/h/ after a consonant.

> According to Hoijer’ s analysis of thisform, the root is not yakapa but kapa. The prefix
ya- is causative (Hoijer 1949:28-29, 72). Witness the reduplicated form he gives,
yakakpa- (rep.) ‘to hammer, hit, strike’. This suggests that the stem condition on vowel
deletion traditionally assumed in the literature on Tonkawa is not entirely correct: some
prefixes may be affected as well (/ke-we-yamaxa-00-ka/— kew.yam.xoo0.ka ‘you paint our

faces,” /ke-tas-hecane-0/4/ — ket.sec.noss ‘helies with me').
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(72) Syncopeisiterative

a. /ke-we-yakapa-nes?-o00-ka/ (kew)(yak.pa)(nes)(?00.ka) ‘you two strike us
b. /ke-we-yamaxa-oo-ka/l (kew)(yam)(xo00.ka) ‘you paint our faces
c. /ke-tas-(h)ecane-o?s/ (ket)(sec)(no?s) ‘he lieswith me

There is one exception to iterativity: if the vowel in the syncope position is root-
final, syncope does not apply (shown in (73) a, ¢, d). In this respect syncope is unlike
hiatus elision and apocope, which routinely apply to the last vowel of theroot. Thisis
most striking in formslike (b) and (c): hiatus elision targets the root-final rather than the
suffix-initial vowel in (b), but syncope fails to delete the root-final vowel in (c).
Examples (d) and () make the same point for apocope.

(73) Root-final vowel never syncopates but may elide or apocopate

a. lyaseyake-n-0?/ (yas)(ya.ke)(no?) *(yas)(yak)(no?) ‘heistearingit’
b. /pile-o?/ (pi.lo?) *(pi.le?) ‘herollsit’

c. /pile-n-0?/ (pi.le)(no?) *(pil)(no?) ‘heisrolling it’
d. /we-notoxo-n-0?/ (wen)(toxo)(no?) * (wen)(tox)(no?) ‘heishoeingit’
e. /notoxo/ (no.tox) *(not.x0) ‘hoe’

In words like /notoxo/, where the phonotactics allow only one of syncope or apocope to
apply, apocope wins: notox, not * not.xo.

Syncope appliesin amost the same environment as vowel shortening: after #CV
(above) but not after #CVC or #CVV. Thisis shown in (74) for both monomorphemic
and complex words. (I rely on Hoijer’s (1949) analysis of underlying forms, since
aternations are not always available.) In this Tonkawa is unlike Hopi, where deletion
does apply after long vowels with a subsequent shortening of the vowe (/tooka-ni/ —
(tok)ni). The reason for this difference lies not in iambic vs. trochaic footing but in the
iterativity of footing: in Tonkawa, the syllable after the initial H syllable is footed, but in
Hopi it isnot:
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(74) Initia long vowels do not condition second syllable syncope

a. /heepane-ook/ (hee.pa)(nook) ‘council’ * (hep)(nook), * (heep)(nook)
b. /taa-notoso-0?s  (tad)(not)(so?s) ‘| stand with him’ * (tan.to)(so?s)
C. /xaayakew/ (xaa.ya)(kew) ‘butter’ * (xay)(kew)

cf. xaa‘'fat,” koykew- ‘to make,’ yakew.?an ‘sausage’

Itisal the moreinteresting that deletion does not apply after long vowelsto yield
* (hegp)(nook), etc. since there is no general prohibition on long vowelsin closed
syllablesin Tonkawa. They are found both in morphologically derived and basic
environments:

(75) Longvowelsin closed syllables

a /xa-henk"aana-/ xeenk"aana ‘torunfar away’
b. /xaan-edl/ xaa.ned ‘there he goes!”’
c. /xeecwal/ xeec.wal ‘aligator’

Recall from (66) and (67) that CVV C syllables surface faithfully word-initialy or

after aheavy syllable but not after aninitial light syllable, /soopka-07— soop.ko?*he

swellsup’ but /ke-soopka-o077 — (ke.sop)(ko?) ‘1 swell up.” Thereisa process of closed

syllable shortening, but it only applies when the long vowel occursin aclosed syllable
that follows alight syllable—the one environment where a heavy syllable cannot head its
own foot.

These complex patterns can be summarized in afairly smple way by referring to
weight and feet—the following generalizations are repeated from (58) and (59).

(76) Generalization for vowel shortening: A long vowel shortens following an initial
light syllable /#LH.../, in what would be the weak branch of atrochaic foot.

(77)  Generalizations for vowel deletion: Vowel deletion applies
a Word-finally;

b. To thefirst of two vowelsin hiatus;
C. To anon-root-final vowel in (what would be) the weak branch of aLL
trochaic foot.
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3.4.3 Analysisof metrical foot parsing in Tonkawa
Most aspects of the unfaithful mappingsin Tonkawa can be elucidated under
specific assumptions about its system of metrical foot parsing. In this section, | lay out
these assumptions, which inform the analysis of shortening and syncope that follows.
Foot parsing in Tonkawa must be iterative. This assumption is consistent with
Hoijer’ s descriptionsin (60)-(61), and further evidence for it will be provided in the

analysis of vowel shortening in 83.3.4. Consider now tableau (78), where severa possible

foot parses for the input /pile-n-0?/ are given. Main stress falls on the rightmost foot,

which suggests that ENDRULE-R dominates ENDRULE-L: no foot stands between the main
stress foot and the right edge of the word, but afoot may stand between the main stress
foot and the | eft edge of the word—compare (a) and (b). Furthermore, constructing just
onefoot (asin (c)), which would be both initial and final in the word, is not an option
because PARSE-c @ so dominates ENDRULE-L:

(78) Iterativefooting

/pile-n-0%/ PARSE-G | ENDRULE-R | ENDRULE-L
a. w(pi.le)(n6?) | *

b. (pi.le)(no?) *|

c. pi.le(nd?) o

Tonkawa has trochaic feet: (H), (LL), and (HL). In aform like pi.le.no?, there will

be aninitial secondary stress.
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(79)  Trochaic, not iambic feet

/pile-n-0?/ RHTYPE=TROCHEE | RHTYPE=IAMB

*

a. = (pi.le)(nd?)

b. (pi.1®)(NG?) *!

Aswe will seein §3.4.4 and 83.4.5, atrochaic analysisis necessary to explain the
patterns of shortening and syncope.

My extensive examination of Hoijer’'s (1933, 1946, 1949) corpus has not

uncovered any CV monosyllables, so | assume that degenerate feet (L) are not alowed in

the language—FTBIN is undominated. L monosyllables can be excluded under the
ranking Prince and Smolensky (1993) propose for Latin word minimality effects:
FTBIN>>{LX~PRrR, MAX}.

In addition to light monosyllables, another situation where degenerate feet are an
issue arises when a L syllable occurs between two H syllables or initially beforeaH
syllable. In such situations, exhaustive footing cannot be achieved without constructing a
less-than-perfect trochaic foot (HL) or (LH)—in the terminology of Mester 1994, the
light syllableis “prosodically trapped.” In Latin, HLH and LH words undergo shortening.
In Tonkawa, they do not—I assume that such words are footed exhaustively. Thus, a
(HL) foot is preferred to both (H)L and (H)(L). The suboptimal parses violate PARSE-G or
FTBIN; the optimal uneven trochee parse violates GRPHARM:

(80) No degenerate feet or prosodic trapping

/we-notoxo-0?/ | FTBIN | PARSE-G | GRPHARM
: *

a. v (Wen.to)(x6?)

b. (wen)to(x6?) e

c. (wen)(©)(x6?) | *!
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Under thisranking, (HL) feet are also preferred to either (LH) or to (L)(H); thus, we get

(wet.sa)(soo.ya)(no ) ‘| swim off with them’ and not * (wet)(sa.so0)(ya.no ),
* (wet)sa(soo)ya(no ) or * (wet)(sa)(soo)(ya)(no k). The parse * (wet)(sa.soo)(ya.no 5)
would violate WSP (see next section), * (wet)sa(soo)ya(no ) would violate PARSE-G, and

* (wet)(sa)(soo0)(ya)(no &) would violate FTBIN. Violating GRPHARM is the |least of four

evils here.

In the metrical theories of Prince 1990 and Hayes 1995, uneven trochees are seen
asinferior to (H) and (LL). The uneven trochee analysisis not the only possible analysis
of Tonkawa, but the alternative cannot be implemented without some additional
complications—I will return to thisin 83.4.4. The rankings established in this section are:
(81) Iterative footing, main right: PARSE-G, ENDRULE-R>>ENDRULE-L
(82) Trochaic, not iambic feet: RHTYPE=TROCHEE>>RHTYPE=IAMB
(83) No degenerate feet; uneven trochees okay: FTBIN, PARSE-G>>GRPHARM
3.4.4 Analysisof vowel shorteningin Tonkawa

The trochaic analysis of Tonkawa explains various aspects of the vowel

shortening process. First of all, second-syllable shortening shows that (UH) feet are

strongly disfavored. Second, the failure of long vowels to shorten outside of the #L.H
environment is consistent with their status as heads of iterative feet. Third, the non-
application of shortening in certain environments shows that sequences of (H) feet are
preferred to both (HL) and (LL) feet, and that feet with heavy heads are preferred to (LL).
The constraints that are instrumental in this pattern are GRPHARM, WSP, SWP, and

PARSE-G.
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3.4.4.1 #LH vowe shortening

Vowels shorten in /LH.../ words but not in /HL.../, which is consistent with
trochaic footing—if Tonkawa were iambic, then there would be no reason to shorten in
the already perfect iambic foot (LH). Thisis exactly parallel to brevisbreviansin Latin
(see83.4.2.2).

(84) Brevisbrevians shortening, Tonkawa-style

Ixa-kaana-0?/ RHTYPE=TROCHEE | RHTYPE=IAMB

*

a. = (xa.ka)(no?)

b. (xa.kéa)(no?) *l

Unstressed heavy syllables are marked in both iambic and trochaic languages with

respect to WSP. Vowel shortening in /xa-kaana-no?/ — (xa.ka)(no?) is favored by the
ranking WSP>>MAX-Li: unstressed vowels must be short. As shown in (85): the (LL)
foot beats the inferior trochaic candidate (LH) despite being unfaithful to length.

(85) Shortening: WSP>>MAX-u

Ixa-kaana-0?/ WSP MAX-u
a = (xaka)(no?) *
b. (xa.kaa)(no?) *|

A plausible way to avoid both shortening and the unstressed heavy syllable isto

build a (H) foot away from the |eft edge, leaving the first syllable unfooted:

*xa(kaa)(no?). This option is not available because footing is always exhaustive. It isaso

not possible to avoid violating WSP and PARSE-G by building a LH foot, since this

violates RHTYPE=TROCHEE. A degenerate foot analysis (asin (€)) isout on FTBIN:
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(86) Non-alternatives to shortening

Ixa-kaana-09/ PARSE-G | WSP | RHTYPE=TROCHEE | FTBIN | MAX-L

a. v (xaka)(n6?)

b. xa(kaa)(n6?) *|

*|

c. (xakaa)(né?)

d. (xakaa)(no?) *l

e. (x3)(kaa)(no?) | | T

Shortening affects long vowels in the second syllable whether it is open (CVV) or
closed (CVVC). Shortening in a CVV C sequence does not eliminate the violation of
WSP, but it diminishes the problem. The heavier the syllable, the worse it is in unstressed
position (Prince and Smolensky 1993), so an unstressed bimoraic CVC syllable is better
than an unstressed trimoraic CVV C syllable. Thisis encoded in the WSP harmonic scale,

which givesrise to two WSP constraints: the “regular” WSP, or WSP,,,, and WSP,,.:

(87) Harmonic scale for unstressed syllable weight: 6, > Sy > Gy
Constraints: WSP,,,,, WSP,,

(88) WSPyu: “No unstressed trimoraic syllables.” (WSP,, and WSP,,,,, are the
categorical aternative to Kager's (1997) gradient WSP.)

Throughout the analysis, | use WSP for WSP,,, unless a distinction needs to be explicitly
made between the two constraints.

Asshownin (89), WSP,,,, dominates MAX-p, so unstressed CVV C syllables
shorten to CVC (see (a)). The only alternative to thisis deleting the coda consonant (c),

which violates the undominated MAXC.
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(89) Shortening of superheavy unstressed syllables

/ke-soopka-0?/ WSP,, | MaxC WSP,, MAX-UL
a. = (ké.sop)(ké?) i * *

b. (ké.soop)(k&?) * *

c. (ké.s0)(k6?) i *1 *

WSP,,, must be dominated by PARSE-c—if there were no need to foot everything, the
superheavy syllable could head its own trochaic foot and shortening would not be
necessary:

(90)  Unstressed heavy syllables tolerated to foot initial syllable

/ke-soopka-0?/ PARSE-G WSP,, MAX-H
a. r=(ke.sop)(ko?) * *
b. ke(soop)(ko?) *1

Thus, vowels shorten in the second syllable to reduce the weight of an unstressed
syllable, which is the weak branch of aleft-aligned trochaic foot. Thisis avery specific
environment for shortening, but it really amounts to unstressable long vowels being
shortened but not stressable ones. Uneven (HL) trochees are avery efficient way to
achieve exhaustive footing—if (HL), (H), and (LL) feet are allowed but (LH) feet are

frowned upon, then #LLH sequences are the only environment where shortening becomes

54
necessary. The only place where H syllables cannot be stressed is after an initial light

syllable—PARSE-G requires that the second vowel be incorporated into the initial trochaic

54
Except for media ...(LL)LH... Aswe will see shortly, such sequences routinely
undergo syncope in Tonkawa and surface as (HL)(H) instead.
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foot, and WSP requires that the second vowel be light. Everywhere else, long vowels can
head their own feet, because footing isiterative.

At the end of §83.4.3 | aluded to the complications that arise in the analysis of
vowel shortening if (HL) feet are not admitted into the system. The difficulty liesin
explaining why “prosodically trapped” light syllables are not allowed initially but are

allowed medially. Observe the following asymmetry:

(91) Shortening applies Ixa-kaana-0?/ — xakano?
LHH LLH

(92) Shortening doesnot apply  /we-tasa-sooyan-o?s — Wet.sa.s00.ya.no?s
LLLHLH HLHLH

If prosodically trapped, unfooted L syllables are allowed medialy, as they would
have to be under astrict (H)/(LL) analysis, then the obligatory footing of initial syllables
could be explained by appealing to a high-ranking requirement for the initial syllable to
belong to afoot:

(93) PaRrse-ol: “*6° [[we__, Where 6° denotes a syllable that is not contained by a

foot.” (McCarthy to appear; cf. ALIGN-L(WD,FT) of McCarthy and Prince 1993a
and Kager 2001).

Harmonic scale: [prwd(rO --.)---] = [PrwaG°......] o°/_Prwd (immediately
dominated by the PrWwd)

While thisis an equally workable analysis, it is slightly more complicated, so | opt for
allowing (HL) trocheesinto the Tonkawa foot inventory.

Thereisaso an equally viable aternative to the analysis of CVVC shortening in

words like /ke-soopka-0?/ — ke.sop.ko 7, namely that codas contribute no weight in

CVVC syllables and that the shortening of vowels here is the same exact process as CVV

shortening. Under this analysis, CVC syllables count aslight in (CV.CVC) feet but as

heavy in (CVC) or (CVC.CV) feet. In this case WSP would have to dominate WEIGHT-
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BY-PosiTION (“Coda consonants are moraic,” Hayes 1989, 1994, Rosenthall and van der
Hulst 1999). | use WSP,,,, because it also plays arole in the analysis of Lebanese Arabic
in chapter 4, where a WEIGHT-BY-POSITION account is not as straightforward.

To summarize, the analysis of second syllable vowel shortening | presented relies
on the assumption that footing is exhaustive, i.e., #L(H)... is not allowed, and that
unstressed syllables must be as light as possible. The rankings presented in this section
aregivenin (94).

(94) Rankingsfor #LH vowel shortening

TROCHEE MAXC PARSE-G
WSPyuu —
FTBIN WSP
\ /
MAX-u

3.4.4.2 Where shortening doesn’t apply: the role of faithfulness

Any analysis of vowel shortening in Tonkawa must explain not only where it
applies but also where it does not apply. Thisisrelevant to the issue of economy, aswell,
because economy constraints and metrical markedness constraints differ in their
predictions for shortening.

In Tonkawa, shortening does not apply to long vowelsininitial syllables or in
syllables that follow (H), i.e., /yaaloona-07 does not shorten to * (ya.lo)(no?) or
*(yaa.lo)(no?), /nes-kaana-no 7 does not shorten to * (nes.ka)(no?). These candidates are
not gratuitously unfaithful, since both of them do better than the actual winners
(yaa)(160)(n62) and (nés)(kaa)(nds?) on * CLASH, the constraint against adjacent stresses

(Hammond 1984, Kager 1994, Liberman 1975, Liberman and Prince 1977, Prince 1983,
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Selkirk 1984b). Since shortening does not apply here, MAX-u must dominate * CLASH,
GRPHARM, or any other constraint that might favor shortening in these environments:

(95) No shortening even if clash or uneven feet result

lyaaloona-0?/ MaAx-u | GRPHARM | * CLASH
a = (yaa)(100)(n6?) A

b. (yalo)(né?) **|

c. (yaalo)(nd?) * *

/kaana-n-0?/

d. r=(kaa.na)(nd?) *

e. (kana)(né?) *l

Violations of GRPHARM and * CLASH could also in principle be avoided without

shortening, by simply not footing exhaustively. This, however, is not an option under the

already established ranking PARSE-G>>MAX-u: forms like * (kda)na.no 7 or * (yaa)loo.no?

would incur egregious violations of PARSE-G as well as WSP. As argued in the previous
section, PARSE-c dominates WSP, which dominates MAX-u. Since MAX-w in turn
dominates GRPHARM and * CLASH, we get (96) through transitivity of domination. The
tableau is given in comparative format to make the ranking argument more compact:

(96) Non-footing is not an option for avoiding clash or uneven feet

lyaaloona-0?/ PARSE-G | WSP | MAX-p | GRPHARM | *CLASH
a. (yaa)(100)(n6?)~(yaa)l 0o.no? W W L

b. (yaa)(I60)(né?)~yalo(no?) W W L

c. (yaa)(100)(nd?)~(ya.lo)(né?) W L

d. (yaa)(100)(n6?)~(yaa.l0)(n6?) W W L
/kaana-n-0?/

e. (kda.na)(nd?)~(kana)(no?) W L

f. (kda.na)(nd?)~(kéa)na.no? W W L

g. (kda.na)(nd?)~ka.na(né?) w W L
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This pattern reveals an “anti-economical” aspect of shortening: shortening in

words like /yaaloona-o# could yield aword with fewer feet and/or moras, yet it does not

apply because it is more important to be faithful than to avoid clashes and uneven feet.
This selective application of shortening turns out to be a major problem both for rule-
based and * STRUC analyses. shortening needs to “know” the weight of adjacent syllables
in order to apply. The easiest way to analyze this processisin terms of foot structure: the
heavy-headed (H) and (HL) feet and sequences of adjacent (H) feet are preferred to (LL)
in Tonkawa, even though such sequences may violate GRPHARM and * CLASH. Shortening
only appliesto unstressed heavy syllables that cannot head their own feet; if they can
head their own feet, they areideal. This fine control of shortening is possible with
metrical constraints but not with a general economy constraint like * STRuc(u), because
*STRUC(U) favors shortening in all situations. | will return to thisin §3.4.8.4.

The new rankings that were established in this section are diagrammed bel ow:

(97) Vowel shortening

TROCHEE MaxC PARSE-G
WPy T~
FTBIN WSP
\ /
MAX-u
S

GRPHARM *CLASH
These rankings are shown in action in the comparative tableau (98). The undominated

constraints MAXC, RHTYPE=TROCHEE, and all the candidates that violate them have

been left out. The comparisons between the winners (we.na)(to) and (ke.sop)(ko?) and

their respective losers show the role of FTBIN, WSP, WSP,,,, and PARSE-G in shortening;
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the success of (kaa)(no?), (kaa.na)(no?) and (yaa)(loo)(no?) shows why shortening fails

to apply elsewhere.

(98) Vowel shortening

/we-naate-0?/ WSP,,,..[FTBIN:PrRs-6|WSPMax-p| GRPHR * CLASH
a. (We.na)(t6?)~(we.naa)(t6?) | | W L |

b. (weé.na)(t6?)~we(nda)(t6?) . W L W
c. (We.na)(t6?)~(we)(nda)(t6?) W L W
/ke-soopka-0?/ : | |

d. (ké.sop) (k6?)~ke(sdop) (k6?) | W | L| L W
e. (ké.sop) (k6?)~(ke.soop)(k6?) | W | i L |
/kaana-n-0?/

f. (kaa.na)(n6?)~(kana)(n6?) | | w L
/kaana-0?/ |

g. (kaa)(n6?)~(k&no?) Wl w L
/yaal oona-0?/ | | |

h. (yaa)(100)(n6?)~(yaa.lo)(n6?) W W L
i. (yaa)(100)(n6?)~(yalo)(né?) | | w L
i. (yaa)(160)(nd?)~ya.lo.(nd?) | LW W L

Shortening in Tonkawa applies only to the second vowel in #LH. Thisis because
(LH) feet are only an issue word-initially, where PARSE-c and RHTYPE=TROCHEE force
the second vowel into the weak branch of the foot by dominating MaXx-p and
RHTYPE=IAMB, respectively. Everywhere else long vowels can and indeed must head

their own feet. After asingle light syllable word-internally in /we-tasa-sooyan-o0?s/—

(wet.sa)(so0.ya)(no &), the long vowel does not shorten—the (HL)(HL)(H) output

violates only GRPHARM, which islow-ranked in Tonkawa.
Thisisavery limited economy effect—shortening appliesjust once in avery

specific environment. Not so for syncope, which is the subject of the next section.
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3.4.5 Analysisof Tonkawa syncope

Syncope is directiona and iterative, just like footing. Recall from Hoijer’'s
descriptions that every syllable in Tonkawais heavy and stressed. There is an output goal
in Tonkawa: the ideal word consists of feet with heavy heads. Heavy foot heads were
important in Hopi, as well, where /LLL/ words mapped to (H)L and /LLLL/ to (LH)L.
Because Tonkawais trochaic, syncope creates not (LH) but (H) and (HL) feet out of /LL/
sequences. This suggests that SWP dominates MAXV in Tonkawa just asin Hopi:

(99) Syncope: SWP>>MAXV

SWP | MAXV
lyakapa-0?/ a = (yak)(po?) *
b. (ya.ka)(pé?) *|
/ke-we-yamaxa-oo-ka/ | c. =(kew)(yam)(x00.ka) *x

d. (ke.we)(yama)(xbo.ka) | **!

**

Ike-tas-(h)ecane-0?y | e. r=(két)(sec)(n6?s)
f. (k&.ta)(se.ca)(nd?s) x|

(The shared violation marks of MAXV incurred by hiatus elision are suppressed in
tableaux throughout this section.)

Just as in Hopi, the augmentation solution is not available: vowels are never
lengthened and consonants are never geminated (in fact, geminates are generally
prohibited in Tonkawa—see Kisseberth 1970b, McCarthy 1986). This suggests that Dep-
u dominates MAXV. Thus, vowels must be deleted because of the language-specific
ranking of SWP and faithfulness, not because vowels or syllables are somehow marked
or undesirable.

Itisin principle also possible to avoid violations of SWP and MAXV by simply

not footing the syllables after the second one, asin * (ket.se)ca.no . In this case, syncope
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is non-iterative because foot parsing is non-iterative. Thisis not an option in Tonkawa
because PARSE-G dominates MAXV. The ranking argument here is parallel to the one
presented in the analysis of shortening, where #L.H shortening could not be avoided by
not footing the first syllable.

(100) Iterative footing means iterative syncope

/ke-tas-(h)ecane-0?s/ | PARSE-G MAXV

a. v (ket)(sec)(no?s) o

*%| *

b. (ket.se)ca.no?s

In away, Tonkawa syncope is a more impressive economy effect than what
happens in Hopi—recall that there, syncope applied only once in the vicinity of the main
stress foot but not elsewhere. In Tonkawa, the well-formedness requirements on feet are
enforced by syncope throughout the word because the feet themselves are present
throughout the word. This difference between Hopi and Tonkawa is due to the language-
specific ranking of PARSE-G and ENDRULE constraints.
3.4.5.1 Directionaity

Inalineof /LLL.../, deletion could in principle affect either the second or the
third underlying vowsel, but it is inevitably the second vowel that syncopates. This result

follows from already established rankings, shown in (101). Syncope affects the second

vowel in /we-yakapa-0?/ because this creates a H foot head at the beginning of the

55
word—footing into (HL) is permitted because GRPHARM islow-ranked. The

55
Inastrict (H)/(LL) analysis, the directionality of syncope would have to be attributed
to PARSE-01 (see (93)).
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aternatives are a (LH) foot or a L (H) sequence with the first syllable left unfooted, which
violate either WSP or PARSE-G:

(101) Thedirectionality of syncope

Iwe-yakapa-0?/ PARsE-c | WSP | GRPHARM
a. = (wey.ka)(po?) *

b. we(yak)(p6?) *

c. (we.yak)(po?) *

This directionality of syncope is also consistent with atrochaic analysis. Consider
tableau (102), where the two candidates differ in foot type. The winner del etes the second
vowel, making four good trochees. The loser deletes the third vowel and has three iambic
feet, (LH)(LH)(H). The (LL) foot of the winner violates RHTYPE=IAMB, but thisis
tolerated. The (LH) feet of the loser fatally violate RHTYPE=TROCHEE. (The last vowel of
theroot in (@) cannot delete for independent reasons—see §83.4.6.)

(102) Syncope builds trochaic feet

/ke-yakapa-nes-20?/ RHTYPE=TROCHEE | RHTYPE=IAMB
a. v (key)(kapa)(nes)(20?) "
b. (ke.yak)(pa.nés)(?0?) **

No independent parameters for syllable or rule directionality are needed here—the
interaction of the foot parsing constraints alone produces the necessary results.
Directionality is along-standing issue in accounts of syncope that use economy rules and
constraints (Broselow 1992a, Davis and Zawaydeh 1996, Farwaneh 1995, 1to 1986,
Mester and Padgett 1994, Phelps 1975). If syncope is ssimply pruning stray syllables
without reference to their context, then arbitrary directional parameters are necessary to

explain language-specific patterns and cross-language variation. In actuality, the output
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of deletion has to look a certain way because of markedness—structure is not removed to
make outputs shorter but to make them more harmonic.

3.4.5.2 No syncope after long vowels

Syncope in Tonkawa applies after short vowels but not after long ones—in this,
Tonkawa is unlike both Hopi (83.3) and Southeastern Tepehuan (83.5). The reason
syncope does not apply in/HL.../ wordsis that there isrealy nothing to gain, given the

Tonkawaranking. The faithful renderings of these inputs already have a heavy syllable in

56
theright place. Therelevant data  are repeated from (74) in (103):

(103) Initia long vowels do not condition second syllable syncope

a. /heepane-ook/ (hee.pa)(nook) ‘council’ * (hep)(nook), * (heep)(nook)
b. /taa-notoso-0?s  (tad)(not)(so?s) ‘| stand with him’ * (tan.to)(so?s)
C. /xaayakew/ (xaa.ya)(kew) ‘butter’ * (xay)(kew)

The failure of syncope hereis not surprising under the SWP analysis—the faithful
output satisfies SWP and MAXV, so deletion is unnecessary. Syncope after long vowels
is not completely pointless, though, because it could improve performance on GRPHARM.
GrRPHARM must therefore be dominated by MAXV:

(104) Uneven feet not fixed by syncope

/heepane-ook/ MAXV GRPHARM
a. =(hee.pa)(nook) *
b. (heep)(nook) *1

56
Words like /kaana-n-0?/ and /naate-n-0?/ do not qualify as evidence here, because the
second vowel isroot-final and cannot be deleted for independent reasons. See 83.4.6.
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Another way to avoid the violation of GRPHARM would be to shorten the first vowel
without deleting the second, asin * (he.pa)(nook), but thisis ruled out by the previously
established ranking MAX-u>>GRPHARM.

Tonkawa is the opposite of Hopi and Southeastern Tepehuan, where the ranking
PARSE-6>>MAXV favors syncope of unfooted syllables after the long vowel (recall the
Hopi /tooka-ni/— tok.ni). In Tonkawa, syllables after long vowels are footable, because
PARSE-G isranked above ENDRULE-L. The chief effect of thisranking isiterative footing,
which adds structure instead of removing it. The same constraint, PARSE-G, is satisfied in
different ways in these languages: in Hopi and Southeastern Tepehuan, structure is lost
(vowels), and in Tonkawa, structure is gained (additional feet).

Although all three languages end up with shorter words than they would have
without syncope and shortening, there are real differences between their syncope
processes. We could speak of “unfootable syllable syncope” in Hopi, “SWP syncope” in
Hopi and Tonkawa, and so on. The same constraints are active in al three languages
discussed here, but whether or not their interaction results in economy effects depends on
their language-specific rankings.

3.45.3 A digression: the “no-superheavy-syllables’ alternative

A more traditional analysis of the lack of syncope after long vowels invokes the
prohibition on superheavy syllables: “...Syncope is blocked in these cases, since the
output has [a] superheavy syllable CVVC, that exists underlyingly for somerare
morphemes, but that no phonological rulein Tonkawais supposed to produce” (Lee
1983:32-33). Thisrule-blocking explanation does not really work. Superheavy syllables

are not banned in general—only in unstressed positions. Recall that CVV C syllables do
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shorten following alight initial syllable, asin /ke-soopka-07 — (ke.sop)(ko?), but they
do not shorten when they can be stressed, i.e,, initially (asin (soop)(ko?) ‘he swellsup’)

or after heavy syllables (asin (?at)(sook)(lak)(no?o) ‘cameto life, itissaid’).

Furthermore, as Phelps 1975 notes, some processes in Tonkawa do create superheavy
syllables. One such process is h-deletion/vowel coal escence, /xa-henk"aana-/ —
xeen.kwaa.na- ‘to run far away.’

These are not really obstacles to an OT account, because * 6,,,, can be dominated
by the constraints responsible for coaescence, while still blocking other processes. This
is sketched in (105). MAX-p must be ranked above * 6,,,,: there is no shortening to get rid
of underlying superheavy syllables, asin /soopka-o7 — soop.koZ, not *sop.ko?. In
addition, * 6, must dominate any constraint that would favor syncope after long vowels,
e.g., GRPHARM. Thus /xaa-yakew/ maps to (xaa.ya)(kew), not * (xaay)(kew). Theresult is

that underlying superheavy syllables surface faithfully but new ones are not created.

(105) The “no-new-superheavies’ aternative

MAX-U | *Oyyy, | GRPHARM
Ixaaryakew/ | a. =(xaa.ya)(kew) *
b. (xaay)(kew) *
c. (xay)(kew) *1
/soopka-0?/ | d. == (soop)(ko?) *
e. (sop)(ko?) x|

The problem with this explanation is that it misses areal generalization: thereisa
strong pressure to have a heavy syllable at the left edge of the word, but the evidence for
the role of * 6, in the grammar of Tonkawa s rather weak. | will assume that * 6y, iS
ranked below MAX-u but that it plays no role in blocking syncope.
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3.454 Interim summary

To summarize, | have argued that the directionality of syncope, itsiterative
application, and its non-application after long vowels are entirely consistent with the
prosodic system of Tonkawa. The only new rankings established in this section are:
(106) lIterative syncope: SWP, PARSE-6>>MAXV>>GRPHARM
| al'so argued against the traditional blocking analysis of the failure of syncope after long
vowels. Syncope fails to apply after long vowels not because it is blocked by * 6, but
becauseit is never triggered in that environment in the first place. Syncope is gratuitous
when there is adready aword-initial heavy syllable.

The main points of the analysis of syncope are summarized in the comparative

tableau (107). The comparison (yak)(po)~(yaka)(po) supports the ranking
SWP>>MAXV. Deletion of the second rather than the third vowel in (wey.ka)(po?)

demonstrates the effect of PARSE-G in controlling the directionality of syncope. Syncope
failsto apply after along vowel in (xaa.ya)(kew) because SWP is already satisfied, and

all the constraints that would favor syncope in this environment (e.g., GRPHARM) are

ranked too low to have any effect. Finally, (ket)(sec)(no ) shows that syncope must be

iterative because it istied to foot building, and non-iterative footing is not an option.
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(207) Syncopein Tonkawa

lyakapa-0?/ PARSEG: SWP|MxV|GRPHRM | ER-L
a (yak)(po?)~(yaka)(pd?) WL '
Iwe-yakapa-0?/

b. (wey.ka)(po?)~we(yak)(p6?) | W .
Ixaaryakew/

c. (xaaya) (kéw)~(xaay) (kéw) | W L
/ke-tas-(h)ecane-0?s/ Z |

d. (két)(s)(n6?s)~(két)se.canots| W | L L

To conclude the analysis, we need to address some situations where syncope is blocked.
Thisis done in the next subsection.
3.4.6 Blocking of long and root-final vowel syncopein Tonkawa

3.4.6.1 Introduction: the facts

There are systematic exceptions to syncope in Tonkawa that involve long vowels

57

and root-final vowels.  Underlyingly long vowels shorten but do not syncopate in the
positions where short vowels delete, and root-final vowels also systematically fail to
syncopate. The following examplesillustrate this:

(108) Long vowels shorten but do not syncopate

a /xakaana-o?/ (xaka)(no?) ‘he throwsiit far away’ * (xak)(no?)
b. /ke-yaaloona-o?/ (ke.ya)(loo)(no?) ‘hekillsme * (key)(loo)(no?)
cf. /ke-yamaxa-0?/ (key.ma)(xo?) ‘he paints my face’

57
There are other well-known sets of exceptions that have to do with glottalized

consonants, clusters, and the OCP—the reader isreferred to the work of Kisseberth

1970b, McCarthy 1986, and Phelps 1975 for discussion, as | will not treat these here.
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(109) Root-final vowels do not syncopate

a. lyaseyake-n-0?/ (yas)(ya.ke)(no?) ‘heistearingit’ *(yas)(yak)(no?)
b. /pile-n-0?/ (pi.le)(no?) ‘herollsit’ *(pil)(no?)

The explanation for both of these classes of exceptionsis faithfulness.

3.4.6.2 Specia protection for long vowels

Syncope in many languages affects only short vowels in a particular environment.
In some cases, this can be explained in terms of markedness. For example, in Hopi, short
vowels syncopate in the second syllable of /LLL/ words but long ones do not syncopate
in /LHL/ because the SWP can be satisfied without deletion. Since the language is
iambic, a (LH) foot can be built and syncope is unnecessary.

In Tonkawa, a markedness explanation will not work, because shortened vowels
fail to delete in the same environment where underlyingly short vowels do delete. Thisis
achain shift: long vowels map to short (VV — V), and short ones map to zero (V — &)
in the same environment. Chain shifts are analyzed in OT using the idea of “relative
faithfulness’ (Gnanadesikan 1997, Kirchner 1996, McCarthy 2003, Prince 1998b): for

the Tonkawa chain shift, the claim is that the mapping from along vowel to zero is

58 59
categorically less faithful than the deletion of ashort vowel. ' Thus, long vowels do

not delete because a faithfulness constraint requires long vowels to make it to the surface:

58M cCarthy 2003 analyzes the Bedouin Arabic chain shift using faithfulness constraints
that refer to aternary duration scalea> i > & (cf. Gnanadesikan 1997). Scales of this sort
are prohibited in the theory of CoN developed in chapter 2. Note also that the obvious
solution of representing long vowels as sequences of two vowelsis neither available nor
illuminating in Tonkawa: long vowels are tolerated on the surface, but underlying
sequences of short vowels undergo hiatus elision.

59
Unlike feature change chain shifts (Beckman in press, Kirchner 1996), chain shifts that
involve segmental deletion cannot be analyzed in terms of Local Conjunction. MAX
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(110) MAXx-LoNG-V: “Aninput long vowel has a correspondent in the output.”

MAX-LONG-V belongs to the MAX-PosiTION family of constraints (Beckman 1998, ch.5),

which protect a prominent element of thei nput.60 Long vowels are one of Beckman’'s
(1998) privileged positions, along with root-initial syllables, syllable onsets, and others.

MAX-LONG-V requires each underlying long vowel to have some correspondent
on the surface but does not require that it be long: it is violated by the mapping VV — &
but not by V — & or VV —V. This constraint is ranked above SWP, so light stressed
syllables are tolerated when the alternative is wholesale deletion (rather than mere
shortening) of along vowel:

(111) Longvowelsare not deleted even when thisresultsin LL feet

Jwe-naate-0?/ MAX-LONG-V SWP MaxV

*

a. = (we.na)(to?)

b. (wen)(to?) *1 *

Long vowels are never deleted in Tonkawa, so MAX-LONG-V isundominated. It is
violated in other languages, however—we will seein 83.5 that long vowels are deleted in
Southeastern Tepehuan.

The behavior of /LH.../ words shows that SWP is dominated not only by MAX-
LoNG-V. It would be possible to avoid the whole issue of deleting or shortening long

vowelsin#LH formsif only feet could be built around the long vowels themselves, asin

constraints cannot be locally conjoined in any domain because their joint violation is
impossible to detect (Moreton and Smolensky 2002).

%0 MAX-LONG-V aso bears some similarity to Kager’s (1999) HEAD-MAX-BA “every
segment in the base’ s prosodic head has a correspondent in the affixed form.” This
constraint does not require the correspondent to be a prosodic head, it only requires that
the stressed vowel have a correspondent.
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*we(nda)(t6 ) or *ke(soop) (ko). That this doesn’t happen suggests the ranking PARSE-

6>>SWP:

(112) Heavy heads not as high a priority as exhaustive parsing

/we-naate-0?/ PARSE-G SWP

*

a. =(we.na)(to?)

b. we(naa)(t6?) *|

3.4.6.3 Apocope, hiatus elision and the root-final vowel

Root-final vowels are subject to a faithfulness constraint of the Anchor family
(McCarthy and Prince 1995):

(113) ANCHOR-R(RoOT): “Every root-final segment in the input must have a
61
corresponding segment in the output.”

ANCHOR-R must dominate SWP, because SWP isviolated just in case the alternative
requires the root-final vowel to delete:

(114) SWPviolated to save the last vowel of the root

lya-seyake-n-o?/ ANCHOR-R SWP
a. = (yas)(yake)(no?) *(yake)
b. (yas)(yak)(no?) x|

The interesting twist is that ANCHOR-R can be violated under some circumstances
in Tonkawa. When the last vowel of the root is either word final or ends up in atwo-
vowel sequence through morpheme concatenation, it apocopates or elides as required.

The relevant facts are repeated in (115). The root-final vowel of pile- is preserved in the

61
An equally viable alternative is ANCHOR-EDGE (Nelson 1998), a constraint that
protects segments at either edge from deletion.
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environment for syncope (a), but the suffix vowel is the one that survivesin the hiatus
context (b). Examples (c) and (d) make the same point for apocope.

(115) Root-final vowel never syncopates but may elide or apocopate

a /pile-n-0?/ (pi.le)(no?) *(pil)(no?) ‘heisrolling it’
b. /pile-o?/ (pi.lo?) *(pile?) ‘herollsit’

c. /we-notoxo-n-o?/ (wen)(toxo)(no?) * (wen)(tox)(no?) ‘heishoeing it’
d. /notoxo/ (no.tox) *(not.x0) ‘hoe’

These facts suggest that apocope and syncope satisfy different constraints that
must be transitively ranked through ANCHOR-R. This result isimpossible to replicate
using * STRUC(o): it would have to be simultaneously ranked above and bel ow ANCHOR-
R. The argument is devel oped below.

Apocope and hiatus elision satisfy FINALC and ONSET, respectively. FINALC is
defined as follows:

(116) F|9 I\éAL)CZ “Every prosodic word ends in a consonant” (McCarthy and Prince
1994a).

Harmonic scale: [pwa...Cl > [prwd--- V]

Independent motivation for FINALC comes from processes other than apocope.

McCarthy and Prince (1994a:22) use FINALC in their analysis of consonant epenthesisin

Makassarese words that violate CODACOND: /rantas/ — rantasa?‘dirty.” Since both
consonant epenthesis and apocope result in a consonant-final word, FINALC is assumed to

62
be responsible for both.

62There may be a more interesting story to be told about apocope. It seemsthat in many
languages prosodic words are required to end in heavy syllables (...VV or ...VC), not just
in consonants (see Y apese (Jensen 1977, Wen Hsu 1969) and possibly Southeastern
Tepehuan (83.5), though Kager analyzesit using FINALC aswell). There are also
languages that have the opposite requirement, in which all words must end in vowels
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FINALC and ONSET both dominate ANCHOR-R, as shown in (117). The suffix

vowel is preserved in pilo?because ANCHOR-L protects the morpheme-initial segment of

63
the suffix -o7from deletion. Candidate * pile?1oses because it keeps the root-final

vowel and deletes the suffix-initial vowe:

(117) FINAL-C, ONSET >> ANCHOR-R

FINALC | ONSET | ANCHOR-L | ANCHOR-R
/notoxo/ | a. ©=notox ! ! *
b. notoxo oo !
Ipile-0?/ | c. wpi.lo? *
d. pi.le.o? x|
e pi.le? *l

We saw earlier from the behavior of words like (pi.le-)(n-02) that ANCHOR-R dominates

SWP. Therefore FINALC transitively dominates SWP: although the two constraints do not
inherently conflict, they are ranked in Tonkawa.
(118) FINALC, ONSET, ANCHOR-L>>ANCHOR-R>>SWP

The interplay of apocope and syncope can be seen directly in words like /notoxo/,
where the normal application of syncope is disrupted and apocope appliesinstead, asin
no.tox not * not.xo. The prediction of the analysis presented so far is that such words
should be footed as trochees with initial stress, so thisis one of the situations where WSP

must be violated to foot the initial syllable: (nd.tox).

(e.g., Sidamo (Moreno 1940)). Since | cannot do this large and interesting topic justice
here, | will assume that FINALC isthe relevant constraint in Tonkawa.

63
An alternative to ANCHOR-L is MAX-MI (Casali 1997), which prohibits the deletion of
morpheme-initial segments.
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Vowel deletion applies non-uniformly in Tonkawa: two processes can delete the
root-final vowel, while the third is not allowed to. Thisis an important result that can
only be obtained when vowel deletion istriggered by different markedness constraints.
However attractive a uniform explanation for both apocope and syncope might be,
languages like Tonkawa show that it is not attainable. A * STRuc analysis of apocope and
syncope cannot explain why syncope fails to delete root-final vowels while apocope does
so routinely. No single markedness constraint can favor both because no constraint can be
simultaneously ranked below and above ANCHOR-R. Tableau (119) showsthis: if *STRuUC
isranked below ANCHOR-R, only medial deletion is possible. If * STRuc were ranked
above ANCHOR-R, only final deletion is possible. The two patterns cannot coexist in the
same language under any ranking:

(119) Apocope and syncope cannot be analyzed with asingle M constraint

ANCHOR-R | *StRUC(0)

*k*k*%k

/ke-yamaxa-n-o?/ | a =rkey.ma.xa.no?

b. key.max.no? x| rE
/notoxo/ C. == not.xo **
d. é no.tox *| **

Thisisyet another piece of evidence for the claim that there is no inherent unity to the
various vowel deletion processes—economy effects result from the interaction of diverse
markedness constraints. This theme will be continued in chapter 4, where | examine
deletion processes that affect only a subset of alanguage' s vowel inventory.
3.4.7 Summary of the Tonkawa analysis

We are now ready to consider the global interaction of the vowel deletion and
shortening processes in Tonkawa. | have presented arguments for the following rankings:

(120) Feet aretrochaic: RHTYPE=TROCHEE>>RHTYPE=IAMB
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(121) Iterative footing: PARSE-G, ENDRULE-R>>ENDRULE-L
(122) No degenerate feet but uneven feet are okay: FTBIN, PARSE-6>>GRPHARM
(123) Syncope, apocope, and shortening:

FINALC ONs Max-VV PaRse-o MaxC {TROCHEE

7 7 WSPy
/ ANCHOR-R WSP FTBIN
apocope SWP
N vowel shortening
syncope  ——» MaAxV MAX-u A/

~_
{ GRPHARM }

*CLASH
Tableau (124) illustrates the ranking in action. RHTYPE=TROCHEE, FTBIN, WSP,,, and
ONSET are left out to save space, as are all candidates that violate these constraints. To
make the tableau easier to read, | have placed the winning output next to each input rather
than next to the losers in the comparisons. The rows with inputs/winners are therefore
grayed out to avoid confusion (the input is not being compared to the winner).

Thefirst couple of comparisonsin (124) show why syncope cannot delete the

root-final vowel (ANCHOR-R) and why syncope targets the second vowel in many forms

but not the third or fourth. The loser candidate that deletes the third vowel,
*ya(sey.ke)(noy?), is actually harmonically bounded within this constraint set: no
constraint favorsit. Next, the apocopating candidate notox is shown. Apocope words do
not follow the usua syncope pattern because of FINALC, and in such words the deletion

of word-final vowelsis permitted and indeed required. The next three inputs show the

distribution of long vowels and the non-triggering of syncope after long vowels. The

winning output for /we-naate-o7 shortens the second vowel but doesn’'t delete it; thisis
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because of MAX-LONG-V, PARSE-G and WSP. The winning output for /yaaloona-o7 is

faithful to vowel length and is exhaustively parsed into (H) feet. No shortening is
required because faithful, iteratively footed outputs already satisfy SWP, GRPHARM, and
WSP. The winning output for /xaa-yakew/ is also faithful to its underlying vowels—
deletion is gratuitous because (HL) feet are acceptable (MAXV>>GRPHARM) and SWPis

aready satisfied. Next, shortening does not apply to uneven trochees either because either

SWP or MAX-u prevents it: /kaana-no?/ — (kaa.na)(no7). And, finally, the normal

application of syncope in /notoxo-0?/ supports the ranking SWP>>MAXV, MAX-LL.
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(124) Tonkawa, summary tableau

lya-seyake-n-0?/—
(yas)(yake)(nor)

Mx:FINC!PARSE-G
v

ANC

M X

M-

ER-L: GRP* CLSH
{HRM!

a~(yas)(yak)(no?)

W

b.~ya(sdy.ke)(né?)

/notoxo/—(nd.tox)

WL

c.~(not.x0)

CW

/we-naate-0?/—
(wé.na)(to?)

d.~(wénag)(t6?)

e.~we(naa)(to?)

f~(wen)(t6?)

=

/yaaloona-0?/—
(yaa)(160)(né?)

g.~(yalo)(no?)

h.~(yal)(n&?)

2=

i.~(yaa)loo.no?

j.~(yaa.lo)(no?)

I I B

Ixaaryakew/ —
(xaa.ya)(kew)

k.~(xaay)(kéw)

/kaana-no?/—
(kada.na)(nd?)

|.~(ka.na)(nd?)

/notoxo-0?/—
(not)(x6?)

m.~(n0.to)(x04?)

In short, Tonkawa syncope and vowel shortening result from the interaction of

prosodic constraints on foot shape and parsing: there is arequirement for stressed

syllablesto be heavy, and it is enforced by syncope since neither vowel lengthening nor
gemination are available. Syncope is iterative because footing is iterative; whenever there

isan underlying /LL/ sequence neither of whose syllables can be incorporated into a foot
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with a heavy head, the second vowel islost and a (H) foot surfaces. Likewise, vowel
shortening appliesin avery specific circumstance—when the long vowel cannot head its
own foot, i.e., after aninitia light syllable. There is no requirement for wordsto be
shorter in Tonkawa and there is no dispreference for syllables, but there are various
requirements on what feet and syllables in them must look like.

3.4.8 Comparison with economy analyses of Tonkawa

3.4.8.1 Introduction: Kisseberth’'s analysis

Economy isthe traditional analysis of Tonkawa (though obviously * STRuc(c)
hasn’t always been its formal implementation). The idea behind Kisseberth’s (1970b)
original analysisisthat syncope and vowel shortening are generalized processes—al most
“delete vowel” or “delete mora.” These processes are blocked by various constraints:
Kisseberth discusses prohibitions on tautosyllabic consonant clusters, prohibitions on
clusters of glottalized consonants with non-glottalized consonants, the impossibility of
deleting the last vowel of the root (ANCHOR-R in the present analysis), and the
prohibition on adjacent identical consonants (which McCarthy 1986 casts as the OCP,
though see Rose 2000b and chapter 4). These various constraints limit the application of
syncope.

Thisisthe classic economy approach to syncope, which has been adopted in some
form or another by Cété 2001, Hartkemeyer 2000, Taylor 1994, and others. Kisseberth
notes that hiatus elision, apocope and syncope are three distinct processes (an assumption
shared in the present analysis), and formul ates three distinct rules for them. He does,
however, observe that shortening and syncope seem to be related in away that arule-

based analysis cannot capture: “...itis[...] clear that shortening of long vowels and
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deletion of short vowels|...] [are] the same phonological process’ (Kisseberth
1970b:121). The reason they look like the same phonological processin Tonkawais that
both processes have to do with trochaic foot structure; shortening lightens the weak
branch of atrochee and syncope removes what would be the weak branch to give weight
to the head. Y et missing the connection between shortening and syncope is not the only
problem of the “delete wherever you can” approach.
3.4.8.2 Directionality

Phelps 1975 argues that Kisseberth’ s approach misses another aspect of syncope
in Tonkawa—its directionality. To capture it, she develops a directional, iterative vowel
deletion rule, given here in somewhat simplified form:
(125) Vowel Elision (iterative, rightward)

V > @/VC(V)_CV
This rule attempts to collapse syncope, hiatus elision and shortening. A vowel is deleted
following another vowel—this is shortening, assuming that long vowels are really
sequences of two short vowels. A vowel is also deleted in a two-sided open syllable—this

is syncope. Therule does correctly delete the first of two eligible vowelsin words like
/we-notoxo-07, but it captures the directionality of syncope rather arbitrarily: it isnot a

feature-spreading rule or ametrical stressrule, soits“iterative, rightward” application

seems ad hoc. The rule also encounters some empirical problems—it incorrectly applies

to all non-initial long vowelsthat are preceded by CV syllables, e.g. /yaaloona-o# should

shorten the second vowel to *yaa.lo.no?7. Furthermore, syncope iswrongly predicted by

thisrule to apply after long vowels in /xaa-yakew/, yielding * xaay.kew.
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The problem is, of course, that the context for shortening is not determined by
syllable structure but by foot structure. To prevent the rule from overapplying, the context
must be restated and expanded to refer to the length, moraic weight or foot structure of
both the surrounding syllables and of the target environment.

Interestingly, the success of this directional rule analysis of syncope cannot be
replicated in terms of * STRUC without appealing either to prosodic constraints or to
arbitrary directionality constraints (such as the syllable alignment constraints of Mester
and Padgett 1994—see chapter 2). Under the * STRUC approach, the basic pattern of
deletion results from * STRuUC(c) dominating MAXV. Overly enthusiastic deletion of
vowelsis prevented by * COMPLEX:

(126) Economy analysis of the basic pattern

/we-notoxo-0?/ | * COMPLEX | *STRUC(0) | MAXV

a. =wen.to.xo? e o
b. ==we.not.xo? e o

*| ** *k*

c. went.xo?

As can be seenin (126), this rule brings back one of the problems of Kisseberth’s original
“delete-where-you-can” analysis. * STRUC(c) cannot capture the directional application of
syncope: (a) and (b) aretied, though (a) is the actual winner. The analysis cannot control
directionality of deletion without some prosodic constraint, e.g., PARSE-G1.

3.4.8.3 Preventing syncope after long vowels in the economy analysis

In my analysis, the problem of preventing syncope after long vowelsin was
already addressed in 83.4.5.2 and §3.4.5.3, where | argued that avoidance of superheavy

syllablesis not the right explanation for the non-application of syncope in words like
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Ixaa-yakew/ — xaa.ya.kew. Let’s see how * o, Works with the economy constraint
anaysis.

Theresult in (127) initially looks encouraging: syncope applies wherever possible
but never creates superheavy syllables. Since MAX-u prevents shortening all the way to
*xay.kew, the non-economical trisyllabic output is the winner.

(127) Blocking syncope after long vowels

Ixaa-yakew/ MAX- | *Gy | *STRUC(G) | MAXV
a xaa.yakew~xay.kew W L W
b. xaa.yakew~xaay.kew LW L W

This success quickly diminishes, however, when the ranking in (127) is put in the larger
perspective of Tonkawa shortening patterns.

3.4.8.4 Controlling shortening

Metrical shortening isageneral problem for economy principles, because long
vowels are marked not generally but only in some environments. * STRUC(G) cannot
directly favor shortening, because a syllable with along vowel incurs as many violations
as asyllable with a short vowel .64 The aternatives are * STRUC(u) and * STRUC(FOOT).

MAX-u must be dominated by some constraint that favors shortening. Suppose
this constraint is * STRUC(). Shortening applies to superheavy syllables when they

immediately follow an initial light syllable (e.g., /ke-soopka-07 — ke.sop.ko?).

Therefore, * STRuc(u) must dominate MAX-p. Shortening might be prevented in the

64

One could imagine a situation where syllable economy isin conflict with avoidance of
superheavy syllables, where every instance of deletion after a CVV C sequence will be
accompanied by vowel shortening.
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initial syllable by IDENT-61, which requires the first syllable to be faithful (Beckman
1998). (Shared violations of * STRUC(l) are suppressed in the tableau):

(128) Shortening of peninitial CVVC

IDENT-61 | *STRUC(ML) | MAX-U

/ke-soopka-0?/ | a =ke.sop.ko?
b. ke.soop.ko?

/soopka-0?/ C. =s00p.ko?
d. sop.ko?

*|

However, superheavy syllables do appear in non-initial position in words like / 7atsoo-k-

lakno 20/ (7at)(sook)(Iak)(no ) came to life, it is said.” Under the WSP analysis,

shortening does not apply because the heavy syllable is afoot head and it is preceded by
afooted syllable. For * STRuc(u), the relative position of the superheavy syllable makes
no difference—the ranking in (128) wrongly favors shortening in any non-initial syllable.

Both * STruc(u) and * STRUC(FOOT) are excellent drivers of shortening in the
abstract, but they generally fail when applied to Tonkawa. The problem is that shortening
occurs not generaly but only in a specia environment, i.e., after alight initial syllable.
Long vowels appear faithfully in the initial syllable or following a heavy syllable. The
relevant data are repeated below.

(129) Long vowels surface aslong in thefirst syllable or following H

a. /kaana-0?/ (kad)(no?) ‘he throwsit away’

b. /kaana-n-o?/ (kaa.na)(no?) ‘heisthrowing it away’

c. /neskaana-0?/  (nes)(kaa)(no?) ‘he causes him to throw it away’

d. /yaaloona-0?/ (yaa)(loo)(no?) ‘he kills him’ *(yaa)lo..., *(yaalo)...
e. [taa-notoso-o?Y  (taa)(not)(so?s) ‘I stand with him’
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(130) Vowel shortening after initia light syllable

a. /xakaana-0?/ (xa.ka)(no?) ‘hethrowsit far away’ * (xa.kaa)(no?)

b. /ke-yaaloona-o0?/ (ke.ya)(loo)(no?) ‘he kills me’ * (ke.yaa)(loo)(no?)
c. /ke-taa-notoso-0?/ (ke.ta)(not)(so?) ‘he standswithme  *(ke.taa)(not)(so?)
d. /we-naate-0?/ (we.na)(to?) ‘he steps on them’ *(we.nag)(to?)

There are no morphological features unique to non-shortening environments that

could single them out for special status with respect to positional faithfulness constraints.

Thus we find that vowels fail to shorten in the first syllable of the word (kaa.no?,

yaa.l00.no?7, taa.not.so &) and in the second syllable (nes.kaa.no?, yaa.l0o.no?); in the

root (kaa...) and in the prefix (taa...). However, we also find that some of these

environments allow shortening as long as they are preceded by a CV syllable, and even

then not always: for example, /ke-yaal oona-0?/ does not map to *ke.ya.lo.noZ, which

would be expected if shortening was about reducing the number of feet or moras. It
seems impossible to correctly constrain shortening if * STRuc isdriving it.

In short, both Phelps’ iterative rule analysis and the * STRuC analysis run into
problems because deletion and shortening are sensitive to metrical context in Tonkawa—
thereisno principle of syllable, mora, and foot economy, but there are accidental
economy effects that arise when the words are massaged into their optimal metrical
shape.

| have argued that Tonkawa vowel shortening and syncope apply in metrically
determined environments. Among the constraints instrumental in Tonkawa were SWP,
WSP, and PARSE-G. Observe that these are a so the constraints that were instrumental in
Hopi, yet the outcome is very different. Hopi has non-iterative syncope, whereasin
Tonkawalit isiterative. Conversely, in Hopi, long vowels shorten in several
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environments, while in Tonkawa they only shorten in one environment: the peninitial
syllable following alight syllable.

These differences are baffling facts under the “ del ete/shorten where you can”
approach, but they fall out straightforwardly if we abandon the idea that word length,
syllable/mora/foot count, or other measures of structural economy play any role in
grammars. If we look instead for explanationsin terms of overall well-formedness,
whether in terms of metrical constraints or other requirements (see chapter 4), we will
find that there is nothing special to economy effects—deletion is just one among several
ways to satisfy these requirements.

3.5 Southeastern Tepehuan

3.5.1 Introduction

The Hopi and Tonkawa patterns do not by any means exhaust the range of logical
possibilities for metrically induced syncope. This section summarizes the analysis of
Southeastern Tepehuan by Kager 1997. Kager’s goal is different from the goals of the
present study—he is concerned primarily with showing that superficially opague metrical
syncope patterns can be analyzed to great effect in OT by revising certain assumptions
about these languages’ prosodic systems. Nevertheless, his approach is very much in line
with the one pursued here: he argues that syncope results from the interaction of metrical
constraints with MAXV and that there is no syllable economy at work.

SE Tepehuan is both like and unlike Hopi and Tonkawa: its syncopeisiterative as
in Tonkawa, but its stressisiambic and non-iterative asin Hopi. Not surprisingly, this
pattern involves the interaction of the same constraints that are active in Hopi and

Tonkawa: WSP, PARSE-G, NONFINALITY (5), SWP, and FINALC.
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Much of SE Tepehuan deletion looks like syllable economy, as Kager himself
notes, but it is also clear that deletion fails to apply in some circumstances (e.g., inside a
foot) although deletion there would reduce the overall number of syllables. Thisis
because SE Tepehuan syncope reduces the number of unfooted syllables, not all syllables.
Thiswas already addressed in chapter 2: while syncope may minimize the number of
unfooted syllables or maximize the weight of foot heads, no language deletes vowels to
reduce the number of syllablesinside well-formed feet. Patterns of syllable reduction that
are agnostic of prosody cannot exist in the Lenient theory, yet syllable economy
constraints predict that they should occur.
3.5.2 Thepatternsof deletion in Southeastern Tepehuan

According to Willett 1982 and Willett 1991, Southeastern Tepehuan (Uto-
Aztecan, Mexico) has CV(V)(C) syllable structure, and consonant clusters are forbidden.
Stress in Southeastern Tepehuan is much like that of its Uto-Aztecan relative, Hopi—
Kager (1997:474) describesit as follows: “accent falls on theinitial stem syllable when it
isheavy (i.e. either long-voweled, diphthongal, or closed). It falls on the second stem

syllable if thisis heavy whilethefirst syllableislight.” Thereis no secondary stress,

65
which Kager takes to be evidence of non-iterative footing. Examplesare givenin (131)
(I follow Kager’s standardized transcriptions of the data from Willett 1982, Willett 1991).
(131) Southeastern Tepehuan stress

a. (véo)hi ‘bear’

® Lack of reported surface secondary stress need not imply non-iterative footing. There
is other evidence of the lack of secondary footing in Southeastern Tepehuan—for
example, it has vowel shortening outside stressed syllables, just like Hopi. See also
chapter 4 for discussion of Lebanese Arabic, which also lacks surface secondary stress
but has other evidence of iterative feet (cf. Hayes 1995, McCarthy 1979 and others).
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b. (vat)vi.rak ‘went to bathe'
c. (takaarui? ‘chicken’
d. (tapiif) ‘flea

The difference between Hopi and Tepehuan is that stress may fall on the last syllable,
meaning that NONFINALITY(G) is not active (unusually for iambic languages—see Hung
1994), and naturally this has consequences for the directionality of syncope and apocope.

Syncope del etes odd-numbered vowel s following the stressed syllable. Deletion
affects both short (a-€) and long vowels (f,g). Deleting vowels are underlined.

(132) Syncope

a. [tii-tirovin/ (tiit).ro.pin ‘ropes cf. (b)

b. /tirovip/ (tir).vip ‘rope cf. ()

c. [to-topaal/ (tét).pa ‘pestles cf. (topaa)

d. /taatakaarui?/ (taat).karui? ‘chickens cf. (takaa)rui?
e. [taatapiif/ (taat).pif ‘fleas’ cf. (ta.piif)

f. /gaa-gaagar/ (géalty).ga? “he will look around for it’

cf. (géa)gim ‘heislooking for it’
g. /tu# maa-matufidza?/ tu# (maam).tuf.dza? ‘will teach’

These are all reduplicative examples—here, just as in Hopi, the reduplicant attracts stress,
. : . 66
which entailsthat it also be heavy.
Asin Tonkawa, final vowels are subject to apocope, but an interesting twist is that

athough long vowels syncopate, they do not apocopate when they are in the strong

position of an iamb—cf. (a-c) with (d,e):

% Reduplicants are not always stressed in SE Tepehuan—sometimes the reduplicant is
short and the base is stressed, e.g., /RED-huk/ is hu.hik ‘ pines.” Whether a stem takes the
stressed or the short reduplicant is unpredictable—I assume that the difference between
these stems are lexically encoded and that the base-stressed forms are lexically marked as
subject to OO-DEeP (see 82.3), which acts as a size-restrictor for the reduplicant.
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(133) Apocope

a. /tu# huana/ tu# (huan) ‘heisworking' cf. tu# (hud).nat ‘ he was working’
b. /hip# novi/ hip# (név)  ‘my hand’ cf. /novi-?n/ (no.vi?n) ‘his hand’

c. /novi/ nov ‘hand’

d. /ga-gaa/ ga.gaa ‘cornfields  *gan, cf. (g&a) ‘cornfield’

e. [aiil Pa[ii ‘child *Pa(i, 1

Deletion aso exhibits a directionality effect of sorts: when either apocope or
syncope is possible, apocope is preferred over syncope (thisis also the case in Aguaruna

(Payne 1990)—see (43)). Note the difference between Hopi and SE Tepehuan in this

respect: /LLL/ words surface as (LH), not as (H)L. (This difference correlates with the

ranking of NONFINALITY (o) in the two languages, to which | will return shortly.)
(134) Apocope winsover syncope

a. /hip#noo-novi/  hip#(ndo)nov ‘my hands  *hip#(pnoon)vi
b. /fi#?0omini/ fi#(?o.min)  ‘break it *(i#(?206m)ni
C. /naa-nakasifi/ (naan)kasif  ‘scorpions’  *(naan)kas.(i

Kager’s generalization is that “the output goal of apocope/syncope is not to
minimize the number of syllables as such, but to minimize the number of syllables that
stand outside the foot” (Kager 1997:475, emphasisin the original).

3.5.3 Kager’'sanalysisof Southeastern Tepehuan

Kager analyzes this pattern as serving “ exhaustivity of metrical parsing.” (Kager
1997:479). In other words, PARSE-G is the main motivating force behind both syncope
and apocope in Southeastern Tepehuan. Since Kager goes into afair amount of detail in
his analysis, | will not do so here—instead | will focus on the comparison between
Southeastern Tepehuan on the one hand and Hopi and Tonkawa on the other. | will also

look at how economy principles deal (or, rather, do not deal) with these differences.
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3.5.3.1 Footing and syncope

The Southeastern Tepehuan stress system is much like Hopi: aniambic foot is
built at the left edge of the word, and no other feet are. The same ranking holds of both
languages. (Kager (1997) uses gradient alignment—his analysisis recast in terms of
categorical constraints here.)

(135) ENDRULE-L, ENDRULE-R>> PARSE-G

However NONFINALITY (o) isinactive in SE Tepehuan; disyllabic LH words like topaa
‘pestle’ surface with iambic rather than trochaic stress. This has consequences for
syncope and apocope: in al the places where Hopi avoided deletion so as to obey
NONFINALITY (o), SE Tepehuan hasit.

Just asin Hopi, PARSE-G and SWP dominate MAXV in SE Tepehuan. Vowel
deletion creates stressed heavy syllables and reduces the number of unfooted syllables. In
(136), syncope creates a (H) foot, because (LL) crucially violates SWP. Note that the
number of unfooted syllablesis one in both the winner and the loser. Not so in (137),
though: here, SWP is satisfied by both the winner and the loser, but syncope applies
anyway, since the number of unfooted syllables can be reduced further.

(136) Syncope to make stressed syllables heavy

/ tirovin/ SWpP MaxV

*

a e (tin)vin

*|

b. (tir6)vin

(137) Syncopeto get rid of unfooted syllables

Itaa-tapiif/ PARSE-G MAXV

* *

a = (taat).pif

*%|

b. (taa)ta.pif
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In this respect SE Tepehuan and Hopi are almost identical—they only differ in
their acceptance of superheavy syllables, which Hopi bans but SE Tepehuan doesn't.
35.3.2 Apocope

Although SE Tepehuan resembles Hopi in its syncope patterns, it is more like
Tonkawawhen it comes to apocope. Both in Tonkawa and SE Tepehuan, FINALC

(defined in (116)) dominates MAXV, favoring apocope. The only exception to apocope is

67
canonically iambic LH words like topaa. Kager attributes the behavior of LH words to
the requirement for prosodic words to be minimally disyllabic (DisyLL).

(138) DisyLL: “The Prwdisminimally disyllabic” (Ito and Mester 1992, Kager 1997,
McCarthy and Prince 1993b).

Harmonic scale; Prwd - Prwd
N |
cOo o

This constraint is violated by words like nov, but the aternative * (novi) isruled
out by the higher-ranking SWP. Thisis summarized in the comparative tableau (139): the
comparison in (a) supports the ranking ranking FINALC>>MAXV; comparison (b) shows
that where an SWP violation is at stake, the disyllabic requirement is violated, and finally
the (e)~(f) comparison supports the argument for DiSYLL>>FINALC.

(139) Apocope satisfies FINALC

SWP | DisyLL | FINALC | MAXV
Inakasii/ | a. (nak)si~(nak)s.i W L
/novi/ b. = (ndv)~(no.vi) W L W L
[topaal c. = (to.paa)~(top) W L L

67

There are aso phonotactic constraints that block apocope, such as the constraint
against word-final h (witness voohi, *vooh ‘bear’) and * ComPLEX (witness hupna, * hupn
‘pull out’).
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3.5.3.3 lterativity of syncope: WSP and FINALC

Apocope sets the direction for vowel deletion in SE Tepehuan (the relevant data
are repeated in (140)).
(140) Apocope wins over syncope

a /hip#noo-novi/  hip#(noo)nov ‘my hands’  *hip#(noon)vi
b. /fi#?20omini/ fi#(?o.min)  ‘break it *(i#(20m)ni
C. /naa-nakasifi/ (naan)kasiy  ‘scorpions  *(naan)kas.(i

Although footing is not iterative in SE Tepehuan, vowel deletionis, and it hasa
pseudo-directional character. Directionality in this case has two sources:. thefirst is
PARSE-o, the second is FINALC.

In the case of /LLL/ words, the choice of deletion site is straightforward: the
deletion of the third vowel createsalarger LH foot with no unparsed syllables, while the
deletion of the second vowel makes an H foot with an unfooted syllable following it.
Since SWP is satisfied by both candidates, the choice is handed down to PARSE-G, which
selects the larger foot (141). Recall that this option was not available in Hopi, where the
equivaent of (b) isthe winner. This difference arises because PARSE-G and NONFINALITY
(o) areranked in the opposite ways in Hopi and SE Tepehuan.

(141) Find stresstolerated for exhaustive footing

[fi#2omini/ S\NP@ PARSE-G | NONFINALITY(G)
a wfifi2omin) | v *
b. fi#(?6m)ni oo

NONFINALITY (o) isnever crucialy activein SE Tepehuan—it is dominated by
FINALC (142), since apocope routinely creates words with final stress (a~b). FINALC
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must also dominate WSP, because vowel deletion creates words with unstressed CVC
syllables (c~d). In thistoo SE Tepehuan is the opposite of Hopi: there syncope was non-

iterative because unstressed heavies were avoided.

(142) Apocope creates violations of WSP and NONFINALITY (o)

FINALC | WSP | NONFINALITY(0)
[fi#?2omini/ a. = (i#(20.min) : *
b. fi#(26m)ni *|

/hip# noo-novi/ | c. =hip# (nGo)nov *(nov) !
d. hip# (néon)vi x| :

Kager ranks WSP below PARSE-G, as well. Consider /tu# maa-matufidza?/, where
violations of FINALC or SWP are not an issue. Here syncope applies twice, creating the
only output that has only two unfooted syllables (143). The alternatives invariably fail on
PARSE-o, athough some (b,d) perform better than the winner on WSP.

(143) Iterative syncope creates maximally footed candidate

Jtu#t maa-matufidza?/ PARSE-:G | MAXV |  WSP
a wtu# (maam).tuf.dza? ** s xw
b. tu# (méa)mactu.fi.dza? | " *
C. tu# (maa)mat. fi.dsa? *Ex | R
d. tu# (maam)tu.fi.dza? o * *

Note that WSP is not completely inactive in SE Tepehuan: there is a process of

vowel shortening that affects unstressed long vowels /taa-takaarui 7— (taat).ka.rui 7

‘chickens,” so WSP must dominate MAX-u. This fact supports Kager’s claim that footing
is non-iterative and suggests that a covert footing analysis (Hall 2001) is probably not the

right anaysis.
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3.5.4 Summary of the analysis of Southeastern Tepehuan

Syncope isiterative in SE Tepehuan because exhaustivity of footing overrides
WSP, not because footing isiterative (cf. Tonkawa). This brings up a more general
implication of the present approach to rhythmic vowel deletion: iterative syncope need
not correlate with iterative footing. Moreover, directionality of footing does not cement
the options for syncope—other constraints can interfere. In Hopi, WSP prevents syncope
from applying outside the main stress foot. In SE Tepehuan, the relative ranking of WSP
and PARSE-G isreversed and the pattern becomes iterative. In Tonkawa, the source of
iterative syncope is iterative footing. We see consequences of these differencesin the
surface stress patterns. Hopi and SE Tepehuan lack secondary stress while Tonkawa has
plenty.

Kager’ s results are summarized in the comparative tableau (144). The first group

of comparisons shows why syncope and apocope must occur—the faithful (naka)s#i
violates both FINALC and SWP, while (nakés)/i and (naka)s# violate one of the two. The
last loser, (nak)sii, is harmonically bounded by (nakas)yi: (nakas)/i could be awinner in

Hopi but (nak)s#i incurs a superset of its violations and could never win in an iambic

language. The result is, generally, that given a choice between HLL and LHL, iambic
languages should go for the latter—the distribution of weight isideal in LHL because it
maximizes the number of footed syllables while minimizing the number and weight of
unfooted syllables. If other constraints intervene (e.g., FINALC), then HH may beat LHL,

but HLL never can.
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The next two comparisons, (e) and (f), demonstrate the role of PARSE-c and
FINALC in SE Tepehuan. The only thing preventing PARSE-c from wiping out all the
unfooted syllablesis* CompPLEX, undominated in this language (not shown). Finally the
last two comparisons show the workings of apocope in shorter words, demonstrating the
violable preference for disyllabic prosodic words.

(144) SE Tepehuan apocope and syncope

Inakasii/ Parsec | SWP | Dic | FINALC | MAXV | NONFIN | WSP

a (nék)sir~(nakad)siti wow W L L

b. (nék)si{~(nakd)si( . W

L .
d. (nak)sig~(nakas)i § W L L
c. (nak)sif~(ndk)siyi W w L !

[fi#20mini/

e. {i#(2omip)~ [i#@ompi | W | W L
Jtu# maa-matufidza?/ ' '

f. tu# (méam)tuf.dza~ W L L
tu# (méam)tu.fi.dza? : : :

/novi/

g. (n6v)~(novi) W L W L

[topaal

h. (topaa)~(top) | W | L L

Some of Kager’s crucia rankings are summarized below. The reader isreferred to
Kager’'swork for a more complete picture—he also analyzes vowel shortening and

reduplication shapes, which are too complex to discuss here.
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(145) Rankingsfor SE Tepehuan

SWP ENDRULE-R, L
I I
DisyLL PARSE-G
|
FinaLC

MAXV WSP NONFINALITY(0)

To summarize, Kager’s analysis accounts for a variety of economy effectsin SE
Tepehuan using the same core constraints that are active in Hopi and Tonkawa. The very
presence of constraints like WSP, SWP, MAXV, PARSE-G, FINALC and NONFINALITY (o)
in CON predicts the existence of this syncope pattern. These constraints are by no means
parochial—all were originally proposed to deal with processes other than syncope and
vowel shortening.

3.55 An Economy analysis of Southeastern Tepehuan

Since SE Tepehuan is the opposite of Hopi when it comes to deletion outside the

main stress foot, it looks like there may be a glimmer of hope for the economy principle

anaysis. deletion really does appear to apply wherever it is possible to reduce the number

of syllables. In tu# (maam)tu/.dza?, the number of syllablesisreduced from fivein the

underlying /tu# maa-matu/fidza to three:

(146) *SrRrRuUC favors syncope

tu# maa-matufidza?/ | *COMPLEX | *STRuUC(0) | MAXV
a. = tu# maam.tuf.dza? e i

b. tu# maa.ma.tu.fi.dza? il

C. tu# maamt{.dza? *| o xR
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However, Kager isjustified in his claim that vowels are not simply deleted for the
sake of reducing the number of syllables—this pattern really reduces the number of
unfooted syllables. In the following example, deletion fails to apply, although it could
reduce the number of syllablesin the word from two to one.

(147) No deletion after light syllables

a. /takaarui?/ (takaa)yrui?  ‘chicken’ *tak.rui?
b. /vavoohi/ (vapoo)hi ‘bears *vavhi
c. /vavaipum/ (vapd)num  ‘metas *vavnum

These forms cannot be explained away by appealing to MAX-LONG-V: recall that
long vowels do delete after heavy syllablesin formslike /gaa-gaaga” (gédazyp).ga? ‘he

will look around for it’ (SE Tepehuan is unlike both Hopi and Tonkawa in this respect).
Deletion does not apply after light syllables because it is gratuitous: the (LH) foot is
aready perfect; reduction to (H) serves no purpose and incurs additional violations of
MAXxV. Candidates with such deletion are locally harmonically bounded:

(148) Syllable reduction candidate harmonically bounded

/va-voohi/ SWP ' PARSE-G MaxV
a. = (vapoo)hi v ! *
b. (vav)hi v | * *|

*STRUC(0) cannot replicate this result: wherever deletion can apply, it should do so,
whether it’sinside or outside the foot.

(149) Wrong prediction: deletion inside the foot

Iva-voohi/ * STRUC(0) MAXV
a. & (vapbo)hi i
b. = (vav)hi *x *
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This sort of pattern simply does not occur—there is no genera preference between (H)
and (LH) feet. Infact, if anything, (LH) feet may be preferred to (H) under some
circumstances, e.g., if the prosodic word is required to be disyllabic. The preference
never goes in the other direction—no language del etes along vowel to opt for a (H) foot
instead of a (LH) foot.

In order to avoid this outcome, * STRUC(c) would have to be ranked below MAXV,
and the syncope pattern would have to be attributed to the interaction of metrical
constraints with MAXV. But this move amounts to admitting that * STRUC(c) has nothing
to do with syncope at all—which is what has been argued in this chapter.

One could argue that an economy principle analysis that is agnostic of prosodic
constraints is unfairly oversimplified: of course other factors play arolein syllable
economy; this has been known since the work of Kisseberth 1970b. Y et syllable economy
not only failsto illuminate the patterns of vowel deletion in Hopi and Tonkawa—its very
presence in UG predicts an unattested syncope pattern that is a mere variation on
Southeastern Tepehuan.

3.6 Chapter summary

This chapter has presented three case studies of rather different syncope and
shortening patternsin Hopi, Tonkawa, and Southeastern Tepehuan. | argued that
independently motivated prosodic constraints achieve a great deal of successin
accounting for the structure-reducing processes in these languages. The differences
between the three languages are systematic. Syncope isiterative in Tonkawa because
footing isiterative. Syncope is non-iterative in Hopi because unstressed heavy syllables

are marked, while in Southeastern Tepehuan the opposite is true—unstressed heavy
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syllables are tolerated, so syncopeisiterative. A simple re-ranking of the constraints
WSP, SWP, PARSE-G, ENDRULE, and MAXV produces these different patterns of syncope
and shortening:

(150) Syncopeis non-iterative, cannot create unstressed heavy syllables (Hopi):
WSP>>PARSE-6>>MAXV

(151) Syncopeisiterative, can create unstressed heavy syllables (SE Tepehuan):
PARSE-c>>MAXV, WSP

(152) Syncope applies after long vowels (Hopi & SE Tepehuan):
ENDRULER, ENDRULE L>>PARSE-6>>MAXV

(153) Syncope does not apply after long vowels (Tonkawa):
ENDRULE-R, PARSE-6>>MAXV, ENDRULE-L

Vowel deletion processes are not uniform because constraintsin CoN are not
uniform. The only thing that is common to all vowel deletion processesis that some
markedness constraint dominates MAXV.

In other languages, the same markedness constraint will be satisfied in another
way. SWP is satisfied by syncope in the three languages described here, which happens
to make words shorter. Y et it can also be satisfied by making words longer through
augmenting the stressed syllable. The sameistrue for PARSE-G: in some languages,
unfooted syllables are avoided through deletion, in others—through the addition of foot
structure. Even in the same language, a single constraint can have both an economy effect
and an anti-economy effect: in Hopi, WSP is satisfied by vowel shortening, but it also
blocks unfooted syllable syncope. No constraint has only economy effects because no
constraint is an economy constraint in the Lenient theory of Con. Economy effects are

side effect, not agoal.
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CHAPTER 4

DIFFERENTIAL SYNCOPE AND EPENTHESIS

4.1 [ntroduction

Under the Leniency hypothesis, no constraint can ever refer to the least marked
end of aharmonic scale. In chapter 3 | argued that there are no constraints that penalize
syllables without reference to context: unfooted syllables are marked, light stressed
syllables are marked, but syllablesin general are not marked. This chapter is concerned
with harmonic scales and constraints that refer to vowels. There are several phonological
processes that shows evidence of scalar treatment of vowels: sonority-driven stress, the
preference for sonorous syllable nuclei, and vowel reduction. Depending on the match of
sonority with position, vowels may be marked or unmarked. This suggests that there are
certain constraints that cannot exist in CoN; for every harmonic scale, the least marked
element escapes constraint violation under Lenient Constraint Alignment. This chapter
will provide arguments that such constraints must indeed be excluded from Con.

The key ingredients for syncope are a markedness constraint and MAxV: if there
is amarkedness constraint against a particular structure that can be satisfied by deleting
this structure, the prediction is that the structure should sometimes be deleted. Since

certain vowels are marked in certain contexts, we expect to see them deleted where other

68
vowels are not. This sort of patternis called differential syncope. Consider the pattern

of Lebanese Arabic, where high vowels delete but low ones do not:

68
The terms “differential” and “non-differential” are due to Cantineau 1939, who applied
them to Arabic dialects.
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(D) L ebanese Arabic high vowel syncope (Haddad 1984)

a /nizil-it/ niz.lit ‘she descended’ cf. nizil
b. /nizil-t/ nzilt ‘| descended’

(2 No syncope of /& in the same environment

a. /sahab-it/ sahabit ‘shewithdrew (tr.)”  *séh.bit
b. /xazak?-t/ xazalt ‘I tore *xzatt

Which constraintsin CoN can favor differential deletion of vowels? The
constraints on which | will focus in this chapter are those that ban prominent, sonorous

vowels (e.g., @) from occupying non-prominent positions (e.g., weak branches of feet),
and constraints that ban non-prominent vowels (e.g., 9) from prominent positions (e.g.,

syllabic nuclel and strong branches of feet). Syncope results when these marked
configurations cannot be avoided by other means, e.g., vowel lowering or raising. These
aternative solutions can coexist in agrammar: in Lushootseed, unstressed low vowels are
preferentially deleted but sometimes they must reduce to schwa. There is no economy

principle behind reduction of unstressed a: economy principles can only be satisfied by

deletion of structure, not change of structure. *

In chapter 3 | argued that metrical syncope is not one process but many: diverse
patterns result from the different rankings of SWP, PARSE-G, WSP and other constraints
with respect to each other and MAXV. One can speak of unfooted syllable syncope,
syllable weight-induced syncope, etc. Similarly, differential syncope is not one process

but many. Some differential syncope patterns look remarkably like metrical syncope.

69

It can be argued that o is afeatureless vowel, in which case reduction of a to o does
reduce the amount of structure in the output, because it removes purportedly marked
features. For adiscussion of thisview, see §4.3.6.2.

180



Lebanese Arabic is one such case (see (1)-(2) and 84.4): syncopated forms often satisfy
PARSE-c and SWP better than the faithful alternatives do, and deletion is blocked by
NONFINALITY, just asin Hopi. Yet thisis not true of al differential syncope—some
patterns are not metrical in any obvious sense. For example, deletion of schwain Lillooet
(discussed in detail in 84.3) is blocked only by phonotactic constraints. The one common
thread among these patternsisthat all involve the deletion of avowel and the consequent
reduction in structure.

As mentioned above, low-sonority vowels are penalized in some contexts and
high-sonority vowels are penalized in other contexts. Can the constraints against these
configurations “gang up” against al vowels and duplicate the effects of * STRuUC(c) or
*V?1n 84.2.2 | argue that thisisimpossible under the view that constraintsin CoN are
lenient, i.e., no markedness constraint bans the least marked element of its markedness
scale. On the other hand, such gang-up effects are not ruled out under the “everything-is-
marked” view of CON.

Another issue raised by differential syncope hasto do with its relationship to
epenthesis. In some languages, the distribution of certain vowelsisvirtually entirely
predictable: they surface only where phonotactic constraints require their presence. An
example of thisisthe distribution of schwain Lillooet. In this language, every word must
contain at least one vowel, and tautosyllabic clusters of sonorants or sonority sequencing
violations are prohibited. Schwa surfaces only when its presence is required by these

constraints:
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(©)) Lillooet schwa (van Eijk 1997)

a toq ‘to touch’ cf. tg-alk’am ‘to drive, steer’
b. x"am ‘fast’ cf. X"m-aka? ‘to do smt. fast’
C. S-hoam-nam ‘blind’ cf. nom’ 9-nm-"op ‘ going blind’

In asense, schwaistreated as a cheap vowel—it is readily inserted when phonotactic

constraints require but deleted otherwise.70 Thisis how this pattern must be analyzed
under the OT assumption known as Richness of the Base: markedness constraints apply
only to outputs, while inputs are unrestricted (Prince and Smolensky 1993). The grammar
must work regardless of how many or how few schwas there are in the input: if the input
contains too many schwas, the grammar must delete all but the ones necessary for
phonotactic reasons, and if the input contains too few, the grammar must ensure that they
areinserted in al the right places. As | will show, * STRUC(c) alone cannot explain why
only low-sonority vowels behave like this—once the * STRuc analysisis fortified to deal
with rich inputs, it comes with undesirable typological predictions.

Therest of the chapter is organized asfollows. In 84.2, | review the constraint
hierarchies that relate vocalic prominence to designated positions, which form the basis
for the subsequent discussion. | then highlight the differences between the constraints
possible in the lenient model of CoN and in the traditional model, and some consequences
of these differences for factorial typology. The case studies are organized around the
theoretical issues overviewed above. | start with an examination of cheap vowelsin

Lillooet (84.3), where | also present atheory of epenthetic vowel quality. The next two

° A parallel pattern is cheap consonants, e.g., glottal stop in German, Dutch, Tagal og,
and others. In these languages, glottal stops surface in the absence of another onset but
not otherwise. Similarly, do-support in syntax may require this sort of analysis (see
chapter 2 and Grimshaw 1997).

182



case studies examine syncope in Lebanese Arabic (84.4) and Mekkan Arabic (84.5).
Lushootseed is discussed in §4.6, and 84.7 concludes.

4.2 Differential constraintsin the L enient model of ConN

In this section, | discuss three hierarchies of constraints that relate vocalic
sonority to prosodic positions. constraints that require nuclel to be as sonorous as
possible (*Nuc/x), constraints that require weak foot branches to have as little sonority as
possible (*MARg/X), and constraints that require strong foot branches to be as sonorous
as possible (* PKg/Xx). These constraints play a central role in the case studies that follow.
4.2.1 Sonority constraintson nuclei and foot branches

It iswell known that in general, the more sonorous the syllable nucleus, the better
(Clements 1990). To capture this preference, Prince and Smolensky (1993) posit

constraints on the sonority of syllable peaks (nuclel) and margins (onsets). The

constraints on vocalic nuclel (shown in (4)) are most relevant to the discussion at hand.71
The hierarchy in (4) is derived from the harmonic scale below, whichisin turn derived
by Harmonic alignment (discussed in Chapter 2). Note that by Lenient Constraint
Alignment (also discussed in Chapter 2), no constraint refers to the least marked nucleus,

a—thereis no constraint *Nuc/ain CON.

4) *Nuc/a >>*Nuc/i,u >> *Nuc/e,0
Nucleus harmony scale: nuc/a > nuc/e,0 > nuc/u,i >nuc/a

These constraints have many effects. They control syllabification by determining

which of severa eligible segments ends up in the nucleus of the syllable (see Dell and

71

It is possible for margins to be filled with vowels, as well, but | assume that when a
vowel is parsed as a syllable margin (or onset), it surfacesasaglide:i,e—j, u,0 > w,
and a possibly as .7 (Bakovic 1999, McCarthy 1993, Rosenthall 1994).
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Elmedlaoui 1985, 1988 and Prince and Smolensky 1993 on Imdlawn Tashlhiyt Berber).
They have aso been argued to determine epenthetic vowel quality in languages that have
epenthetic a, the most sonorous segment (de Lacy 2002a). Constraints on the sonority of
syllable nuclel can favor the preservation of the more sonorous of two vowelsin hiatus
elision (see Casali 1996 and Pulleyblank 1998, although they use a hierarchy of MAX
constraints based on the sonority scale). Vowel lowering (asin Sanskrit) is another effect
(Beekes 1995:60). These processes are not economy effects, since they do not reduce the
amount of structure in any sense.

Another set of constraints that relate sonority to positions are sonority-sensitive
stress constraints, recently examined in the work of Crosswhite 1999a, K enstowicz
1996b, and de Lacy 2002a. The hierarchy in (5) bans prominent, sonorous vowels from

non-prominent positions such as the weak branch of afoot; the hierarchy in (6) bans
vowels of low sonority (e.g., 9) from highly prominent positions such as the strong

branch of afoot. These constraints are derived from the following harmonically aligned

72
scales:

k The exact details of the formulation of these constraints vary somewhat by author.
Kenstowicz 1996b and Urbanczyk 1996 use * P/x and *M/x to refer to peaks and margins
of feet, asdo |. Crosswhite 1999a uses * 6/x and *G/x for “stressed syllable” and
“unstressed syllable.” In de Lacy’s (2002a) more el aborate theory, prominence
constraints can refer to Designated Terminal Elements (DTEs or “A”) and non-DTEsS
(basically, head segments) at every level of the prosodic hierarchy, so the constraints are

called * Ar/x and *-Ar/X. For my purposes, reference to peaks and margins of feet is
sufficient.
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5) Constraints on the sonority of vowels in strong branches of feet
*PKerlo >> * P/l U >> *PKe/e,0 (cf. de Lacy 2002a, Kenstowicz 1996b)
Foot Head (peak) scale: Peakr/a - Peakr/e,0 > Peakr/u,i >~ Peakg/o

(6) Constraints on the sonority vowels in weak branches of feet
*MARg/a>> * MARE/€,0>>* MARE/i,U (de Lacy 2002a, Kenstowicz 1996b)

FtNonHead (margin) scale: Marg/o ~Marg/u,i = Marg/e,0- Marg/a
By Lenient Constraint Alignment, CoN does not contain the constraints * Pk/a and

*MARg/9, because highly prominent foot peaks and minimally prominent foot margins

are unmarked.

The diverse effects of these constraints are well known. Avoidance of unstressed

sonorous Vowels or stressed o or i can force deviations from the default footing pattern if

one of the constraintsin (5) or (6) dominates a markedness constraint on foot placement
(de Lacy 20023, Kenstowicz 1996b). These constraints can also be satisfied by
reducing/raising sonorous vowels in unstressed positions and by lowering vowels that
lack prominence in stressed syllables (Crosswhite 1999a). They can also determine the
quality of epenthetic vowelsin particular contexts (de Lacy 2002a). Again, these are not
economy effects—these processes do not make the output shorter.

Syncope is just another predicted effect of the constraints on nuclei and foot
branches. If IDENT[F] and *Nuc/s dominate MAXV, schwa has no choice but to deletein
at least some circumstances. Likewise, low vowels might delete if MAXV is dominated
by IDENT[F] and * MARg/a, though * MARg/X constraints interact with a variety of other

constraints that can potentialy affect the outcome. The main point here is that these

constraints have aready received ample justification in work on processes that have little
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or nothing to do with economy or syncope, and their mere presence in the OT grammar
together with MAaxV predicts that deletion will occur.
4.2.2 No gang-up effect

It isnot the goal of this study to explore al the possible differential syncope

patterns predicted by these constraints. Rather, | will concentrate on showing that if the

hierarchies are formulated leniently (i.e., excluding * Nuc/a, * PKe/aand * MARg /o from

CoN), they cannot duplicate the effect of * STRuc(c) (Zoll 1996) or its near-equival ent,73
*V (Hartkemeyer 2000).

To begin, consider how syllable nuclel are evaluated in the traditional
“everything-is-marked” theory of CoN. If thereisaconstraint *Nuc/ain CoN, then the
*Nuc/x hierarchy assigns violations to the full range of possible nuclel, which duplicates
the effect of * STRUC(G) or *V.

@) Purported constraint * Nuc/a as an economy constraint

*Nuc/o | *Nuc/i,u | *Nuc/e,o | *Nuc/a | *Struc(c) | *V
a..Co.. * ¥ *
b. ...Ci... * § * K
c...Ce... * * L *
d...Ca.. * * L *

The comparison is even plainer if the constraints are evaluated and formul ated
stringently, asin de Lacy’s (2002a) theory (see also Prince 19973, b). Stringently

formulated constraints assign a violation mark to x and everything that is more marked

73

*V isnot an exact equivalent of * STRUC(c): they differ in evaluating syllabic
sonorants. * STRUC(c) assigns two violation marks to something like [di.mn], *V only
one.
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than x. *Nuc/<ain this approach is defined roughly as follows: “no nuclei with sonority
equal or lessthan that of a.” Since all nuclei have sonority equal to or less than that of a,
*Nuc/<aassigns a violation to every possible nucleus—equivaent to * STRuUc(c). The
three most stringent constraints in (8) are shaded to highlight the similarity.

€)) Purported * Nuc/a as an economy constraint, formulated stringently

*Nuc/<s | *Nuc/<i,u i *Nuc/<e,0 | *Nuc/<a | *STrUC(0) | *V
a. CQ * E * E * E * E * E *
b. .Ci... A
c....Ce... i i * S * N
d...Ca.. i ! S * .

In the Lenient theory of CoN, which does not admit *Nuc/a, * STRuUc(c), or *V,
the constraints in the * Nuc/x hierarchy ban only the marked subset of syllable nuclei.
The least marked nucleus, a, violates no constraints in this set:

9 *Nuc/x formulated leniently

*Nuc/a | *Nuc/i,u | *Nucl/e,0
a ..Co... *
b....Ci... *
c...Ce... *
d. =, .Ca..

Therefore, these constraints by themselves cannot duplicate the effects of * STRUC(c). Yet
aisnot universally unmarked in al contexts—in fact, it is the most marked vowel in the

weak branch of afoot, sinceit violates * MARg/a (see (d)):
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(10) Lenient *Nuc/x and * MARg/X

*Nuc/a | *Nuc/i,u | *Nuc/e,0 *MARK/a | *MARg/€,0 | *MARK/i,U
a (CaCo) * ;
b. (C&Ci) * 5 *
c. (C&Ce) ] *
d. (CaCa) ! *
e. (C&Co)Ca| * :
f. (CaC)Ca

Thisisthe only context where a is marked with respect to any sonority

74
constraint.  Unfooted syllables with low vowel nuclel do not violate *MARg/a. Asitis

formulated, * MARg/a doesn’t even assign a mark to an unstressed, unfooted a in (e)-(f)
75
above. And sincethe*MARg/X hierarchy isformulated leniently, ois unmarked as a

foot margin. (It is marked as a nucleus, of course.) GEN is able to provide at |east some
forms that do not violate any * MARg/x constraints, and a subset of them does not even
violate any sonority constraints at all. * MARg/x and * Nuc/x put together cannot match
the power of * STRUC(G) or *V.

Adding * PKg/x constraints to the mix does not change this picture. * PKg/X
constraints are less stringent than the *Nuc/x hierarchy: they penalize vowels of low
sonority in asmaller set of environments. Just as was the case with syllable nucle, ais

unmarked as afoot head (see (e-f) in (11)):

74
| am ignoring constraints on vowel harmony, agreement with adjacent consonants, and

S0 on—these can assign violation marks to a in specific contexts as well.

75
If the constraint were instead on unstressed syllables, the picture would be different—
cf. *G&/x Crosswhite 1999a or Struijke’'s (2001) * UNSTRESSED VOWEL.
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(11) *Nuc/x, *MARg/x and * PK /X

*Nuc/o|* Nuc/i,u[* Nuc/e,0i* M/a/* M/e,0* M/i,u* p/o|* P/i,ul* Ple,o
a (C5Co) | ** | L
b.(CiCs) | * * | | *
c.(C&Co) | * * | *
d. (C&Co) * = =
e. (CaC)Ca
f. (CaC)

Within this constraint set, a prediction emerges: the minimal vowel inventory of a
language is{a}. Assuming that inputs are in no way restricted, & cannot fail to emergein
the surface forms of every language: none of the markedness constraintsin (11) ban it.
Such small inventories are unattested in adult languages, al of which have at least a
height contrast (Ladefoged and Maddieson 1990). However, Jakobson 1941 hypothesizes
that aisthe earliest vowel to emerge in child speech becauseit is so sonorous, and my
examination of three longitudinal databases of child speech (Compton and Streeter 1977,
Pater 1997) confirms this—children’s early vowel inventories are confined to stressed
low vowels.

It appears that the sonority constraintsin (11) cannot gang up against all vowels
of alanguage—at least some of the forms dlip through the filter. This suggests that even
if al of these constraints dominated MAXV, the deletion pattern still would not ook like
the “ del ete-where-you-can” pattern produced by * STRuc(c)>>MAXV (recall chapter 3).
The conclusion isthat in the Lenient model of CoN, constraints relating sonority to
positions cannot be used to indiscriminately count syllables or vowels, economy-style.

This brings up a question: if non-differential syncope (e.g., metrical syncope of

the sort discussed in Chapter 3) can always be attributed to factors other than vowel or
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syllable economy, are there any “delete-where-you-can” syncope patterns at al? The

answer is yes, but they are always differential. Moreover, such patterns always affect the

less sonorous vowels, i.e., o or i but never a. An archetypal example of thisis examined

in the next section.

4.3 Cheap vowelsin Lillooet

4.3.1 Introduction: epenthesis, deletion, and Richness of the Base

Lillooet cheap schwa presents an interesting challenge for any theory of economy
effects. The distribution of schwain Lillooet is entirely predictable: it is absent unless the
phonotactics of the language require its presence. On the other hand, the distribution of
other vowels (i, u, a) is unpredictable. Thisis undoubtedly an economy effect; schwas are
dispensed rather parsimonioudly in the language. Is this a property peculiar to vowels of

low sonority or can other vowels behave like this? Asit turns out, the traditional rule-

based analysis, economy, and the *Nuc/s analysis presented here differ on this. The

*Nuc/x analysis predicts that only low-sonority vowels can have this distribution, but
under rule-based and economy OT analyses, other vowels can as well.

Lillooet raises another issue for economy: where in the grammar are economy
effects obtained? The traditional analysis of this sort of pattern isto ban schwas from the
input altogether—their predictable, economic distribution is the product of an epenthesis

rule; thereis no deletion. Thisisthe gist of Brainard's (1994) analysis of predictable
distribution of #in Karao and Bobaljik’s (1997) analysis of o in Itelmen. An interesting
consequence of this research strategy is that the epenthesis rule can insert any vowel. If

any vowel can be banned from the input in the rule-based framework, this means that any

vowel can have this predictabl e distribution—an odd prediction.
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In OT, however, al economy effects have to follow from surface constraints.
Inputs are not subject to constraints under the assumption known as Richness of the Base,
or ROTB (Prince and Smolensky 1993, see also McCarthy 2002b:70-71). The OT
grammar acts as afilter that is capable of dealing with any sort of input, whether it
respects the output constraints of the language or not. Because inputs are unrestricted, an
OT analyst cannot just ban schwas from the underlying representationsin Lillooet and
posit that al surface schwas are epenthetic. If an input happens to have all and only the
necessary schwas, it will pass through the grammar filter unscathed, but if it has too
many or too few, the grammar will need to fix the problem.

An ROTB-compliant analysis in terms of economy constraints shares some
similarities with the rule-based anaysis, with some important differences: e.g., thereisno
need to impose constraints on the input, because both epenthesis and deletion are the
result of constraint interaction. The analysis must explain not only why schwa syncopates
(while other vowels do not) but also why it is epenthetic. This turns out to be a problem,
as | will show.

In the present framework, there are no economy constraints or restrictions on the
input. The avoidance of schwa suggests that it isin some sense marked, but must also be
unmarked in another sense to be selected as the epenthetic vowel. | claim that Lillooet
schwa syncopates because it is the most marked vowel according to the *Nuc/x
hierarchy. On the other hand, schwa is the least marked epenthetic vowel. Thisfollows
from the theory of vowel epenthesis outlined in the next subsection.

Thisanalysis predicts that only vowels on the less prominent end of the sonority

scale can act as cheap vowels. The reason for thisis that the constraints penalizing more
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sonorous vowels (e.g., a) are so context-specific that they can never favor general
deletion of the sort that * Nuc/x constraints favor. This prediction will be explored in
84.2.2. Therest of this section runs as follows. Section 4.3.2 outlines the prominence
minimization theory of epenthesis. Then | lay out the Lillooet patterns (84.3.3) and
analysis (84.3.4), which is followed by a discussion of the prediction that only the less
prominent vowels can have predictable distribution (84.3.5). Alternatives are discussed in
(84.3.6).

4.3.2 Prominence minimization and epenthetic vowel quality
It iswell-known that, unlike epenthetic cons;onants,76 epenthetic vowels are very
diverse: while epenthesis of o and i isvery common, e and a can be epenthetic as well
(for recent surveys of epenthetic vowel quality, see de Lacy 2002a, Lombardi 2003).
*Nuc/x constraints penalize vowels of low sonority, so they select a as the vowel

of epenthesisin languages like Coos, Takelma, Axininca Campa, and Mekkan Arabic.

None of the markedness constraints discussed in 84.2, however, can favor the epenthesis
of ooriinall contexts. * PKg/x and * MARg/X constraints are too sensitive to the
prosodic context of the epenthetic vowel; there are plenty of languages (including
Lillooet) that insert o indiscriminately, even into the head of the prosodic word.

| propose that in languages like Lillooet, epenthetic vowel quality is determined

by adifferent consideration: the prominence of epenthetic material should be minimized.

Material that is prominent in the output should not be inserted; conversealy, inserted

76

Epenthetic consonants are usually confined to glottals, coronals, and glides formed off
neighboring vowels. For some discussion, see de Lacy 2002a, Lombardi 1997, Paradis
and Prunet 1991.
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material should be minimally intrusive. The constraints that express this ban form a
family of constraints | will call RECOVER, or REC for short:
(12) Rec/a>>Rec/e,0>>REec/i,u

REec/x: “A syllable nucleus with the prominence x must have a correspondent in
the input.”

The idea expressed by these constraints is related to Alderete’ s (1999) HEAD-DEP, which
prohibits epenthesis into prosodic heads. Assuming that prominent positions/segmentsin
the output are used as a crutch in reconstructing the input (Beckman 1998), it follows that
they should not be epenthetic. Under (17), schwalisthe idea epenthetic vowel: it isthe
shortest and has the most negligible intensity among vowels (Lehiste 1970, Parker 2002),
so itslack of an input correspondent is not a matter of concern for the RECOVER
constraint hierarchy. Schwa epenthesis violates DEPV, of course, but it is the only vowel
among the possible epenthetic vowels to incur no violations of RECOVER:

(13) Epenthetic vowel quality and RECOVER

/CC/ Rec/a | Rec/e,0 | Rec/i,u | DEPV
a. CaC * *
b. CeC * *
c.CiC * *
d. CaC *

*Nuc/x and the RECOVER hierarchy have partially conflicting demands: *Nuc/x
constraints disprefer nuclei of low sonority, be they epenthetic or not, while RECOVER
constraints disprefer epenthetic nuclei of high sonority. Depending on the ranking of
*Nuc/x constraints with respect to RECOVER, then, any vowel can surface as epenthetic

regardless of its prosodic context.
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If oisinserted in all contexts, all of the RECOVER constraints must dominate

*Nuc/s (and therefore the other *Nuc/x constraints, since they are in afixed ranking).

Thisisthe ranking characteristic of Lillooet, Itelmen, and many others.

(14) Ranking for epenthetic o

/ICC/ Rec/a | Rec/e,0 | REC/i,u | *Nuc/a | *Nuc/i,u | *Nuc/e,0
a =CoC *

b. CiC *| *

c. CeC *| *

d. CaC *|

For i to be epenthetic, either *Nuc/s or REC/a and Rec/e,0 must dominate
*Nuc/i,u or Rec/i,u. Theideal epenthetic vowel o is not available because it violates

*Nuc/o, and better nuclei are not available because they violate Rec/a and Rec/e,0. This

ranking is characteristic of most Arabic dialects, e.g. Lebanese, Palestinian, and Iraqi:

(15) Ranking for epenthetici

/CC/ *Nuc/s | REC/a | REC/e,0 | *Nuci,u | *Nuc/eo | Rec/i,u
a wCiC * e

b. CaC o '

c. CeC | "] *

d. CaC ¥

The ranking for epenthetic e is shown in (16). The mid vowel is the next best

nucleus after a, but epenthetic aisruled out by high-ranking Rec/a. Although e is not the

best epenthetic vowel, the epenthesis of aisruled out by high-ranking *Nuc/s, and the

epenthesis of a high vowel isruled out by *Nuc/i,u. This ranking holds of Spanish.
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(16)

Ranking for epenthetic e

ICC/

Rec/a

*Nuc/a

*Nucli,u

*Nuc/e,0 | REC/e,0

Rec/i,u

a=CeC

*

*

b. CoC

*|

c.CiC

*|

d. CaC

*|

Finally, for a to be epenthetic, all of the * Nuc/x constraints must dominate all of
the RECOVER constraints: a is the worst possible epenthetic segment but an ideal nucleus.

This ranking obtains in Mekkan Arabic, Axininca Campa, and others.

(17) Ranking for epenthetic a

/ICC/ *Nuc/a | *Nucl/i,u | *Nuc/e,o | Rec/a | REc/e,o | Rec/i,u
a. =CaC *

b. CoC ¥l

c.CiC *| *
d. CeC *| *

Thusit is possible for avowel of any height to be epenthetic in any context in this theory.
Other constraints can affect the outcome; the epenthetic vowel may be subject to vowel
harmony, context-sensitive agreement constraints, and so on (Kitto and de Lacy 2000,
Shademan 2003). The theory of epenthetic vowel quality gives us the necessary tools to
deal with Lillooet schwa.

4.3.3 Lillooet patterns

Lillooet (ak.a. St'at’imcets; Interior North Salishan, British Columbia, Canada)

77
has afour-vowel inventory: [i, u, 8 9]. Lillooet syllables may have onset or coda

77
Each vowel can be retracted (velarized) or not, though this contrast does not affect
deletion/insertion. | will abstract away from retraction in the transcriptions.
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clusters of two members but usually not more, with additional restrictions that will be
discussed shortly. The generaizations over the distribution of schwain Lillooet,
extracted from the extremely thorough description of van Eijk 1997, can be stated as
follows:

(18) Digtribution of schwain Lilooet

Every word must contain at least one vowsel.
78
Sonorant consonants must be adjacent to avowel.
. _ 79
Tri-consonantal tautosyllabic clusters are banned.
Schwa does not occur unless the above conditions are violated: it is never word-initial
or word-final, and it does not occur in adjacent open syllables.

eo o

These generalizations are exemplified below. For exposition, | adopt van Eijk’s URs, but
it should be kept in mind that the distribution of schwais so regular and predictablein
Lillooet that the underlying representations of words with schwa are somewhat

indeterminate.
In (19), schwa appears when there is no other vowel in the word, asintaqg, but is
readily elided when there is another vowel present and the resulting cluster consists of

obstruents or has rising sonority:

(19) Schwaisthe only vowel in the word

a tog ‘to touch’ cf. ltog-alk’-om/ tgalk’om ‘to drive, steer’
b. X"am ‘fast’ cf.  X"om-aka?/ X"maka? ‘to do smt. fast’
Cc. snomnom ‘blind’ cf. /RED-nom’ -op/ nom’onm’op ‘going blind’

& This generalization is violated by the prefixesn- ‘1S poss.” and |- ‘in, on, at,” which are
the only syllabic sonorant consonants in the language.

! This generalization holds of tautomorphemic clusters. Three-consonant clusters can
emerge under morpheme concatenation, e.g., with the nominalizer prefix s-: s-k"ziisom
‘work, job’ (VE:20), s-ki-aka~min-as=k"u?"‘ squeeze-tr.-3subj.=quot.” (VE:246).
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Schwa must aso break up consonants that would form afalling sonority cluster
otherwise, as shown in (20). Whether it isinserted or ssimply failsto elide, it is always
present in these environments:

(20)  Syncope of schwa adjacent to sonorant blocked

a Inog"-ac/ nogalc ‘warminthehouse’ *nq"dc, cf. nog" ‘warm’
b. /lohac/ lohac ‘otter’ *hac

In (21), schwa seems to elide from one position only to appear in another. One schwais
inserted to break up the obstruent-obstruent clusters word-finally, while another
(underlying) schwa elides. These dataillustrate another aspect of Lillooet phonotactics:
the position of the cluster matters; it seems that word-internal clusters are preferred to
periphera ones.

(21) Epenthesis and syncope

a. /RED-tosp/ fostsop ‘rash al over’ *{ostosp, tosotosp
cf. fosp ‘rash on skin,” tasp-aka? ‘rash on hand’
b. /RED-s-Xatqg/ S-XotXtoq ‘holes’ *s-XotXotq, cf. s-Xotq ‘hole

Schwa is deleted whenever a proper cluster can be formed, but other vowels do
not elide even when the resulting cluster is acceptable. In other words, the distribution of
non-schwa vowels is unpredictable. Examples (a)-(d) in (22) make this point for vowels
in thefirst syllable, and (€)-(f) show that non-schwa vowels do not elide in the last
syllable. The last example shows that vowels also fail to elide medially.

(22) Non-schwavowels are preserved

a sutik ‘winter’ *gtik, cf. stut ‘cricket’

b. sutik-aka? ‘north wind’ *stikakar, * sutkaka?

c. kamays-c=a ‘I will be ableto’ *kmays-c=a, cf.gmut ‘hat’
d. paa? ‘one *pla?, cf.plan ‘aready’

e. pun-tam-ikal’ap ‘wefind you folks  cf. X'ol'q" ‘broken (rope)’
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& alp ‘lots of noise’
f. cul-un’-tam-al’ ap-as ‘he points at you folks' *...aps, cf. sops ‘door’
g. fap-on-tumut ‘hide us!’ cf. tmix" ‘land, weather’

To summarize, schwa appears to have afully predictable distribution in Lillooet. It shows
80
up to syllabify ill-formed sequences but not otherwise.

4.3.4 Analysisof Lillooet

Two factors result in the cheap vowel pattern: schwais the worst nucleus and the
best epenthetic vowel. The ranking * Nuc/a >> MAXV results in economy of schwa.
Meanwhile the equally high-ranking RECOVER constraints rule out epenthetic vowels

other than schwa.

4.3.4.1 Schwa epenthesis and syncope

Epenthesisis required and syncope blocked by phonotactic constraints. Among
these are (i) the requirement that every syllable (and therefore word) have a nucleus/head

(Nuc: “syllables have nuclei,” Prince and Smolensky 1993:96), (ii) the prohibition on

80
One minor group of exceptions concerns words with the transitivizer suffix -on, which

appearsto repel stress. Lillooet stressisfairly complex: it is generally lexical, but there
are some elements of sonority-sensitivity (stress retracts from o onto i, u, or a) and there
isaninitial default. The suffix -onis odd in that schwa does not delete in roots that
precede it even when the segmental conditions allow for schwa deletion, e.g., tag-an ‘to
touch, tr.” (VE:20) isnot *tg-an, cf. tg-alk’ am ‘to drive, steer’ (VE19). | assume that the
reason for thisis that the requirement for -on to to be unstressed overrides the prohibition
against schwa. This also explains why the schwain -on itself does syncopate when stress
can fall elsewhere, e.g., tag-n-as ‘he touchesit’ (VE:20). Compare this to the stress-
attracting suffix -am, before which schwa does syncopate: /tog-on-anv tognam ‘it is
touched’ (VE:16), not * tgonam. Apart from examples like tagan, | have found no other

examples of the shape C10C0C3, where C; and C, are both obstruents. Note that similar
suffix-induced peculiarities have been reported for Moroccan Arabic and Itelmen, where
schwa also has a phonotactically determined distribution.
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consonantal nuclei, which is expressed by the consonantal part of the * Nuc/x hierarchy
(Prince and Smolensky 1993); (iii) the prohibition on clusters of more than two
consonants, * CCC; and (iv) sonority sequencing constraints that ban clusters of
sonorants, falling sonority in onsets, and rising sonority in codas (Baertsch 1998, 2002,
Clements 1990, Selkirk 1984a). In tableaux, | will conflate these requirementsinto a
single cover constraint PHONOTACTICS, since they are al inviolable in Lillooet and do not
interact with each other. | will identify the phonotactic transgressions of individual

candidates for the reader’ s convenience.

PHONOTACTICS must dominate DEPV and * Nuc/a. When confronted with an input
that contains no vowels at al, the grammar of Lillooet responds with schwa epenthesis.
Something like nag"alc ‘warm in the house’ will surface with a schwa even if the schwa
is absent underlyingly:

(23) Epenthesisintoillegal clusters

Ing"-alc/ PHONOTACTICS | DEPV | *Nuc/o
a =nog"ac T
b. ng"alc * I (sonority)

Epenthesis will likewise apply to the hypothetical inputs /tg/ for toq ‘to touch’ or /ng"/

nog” ‘warm,” because faithful o-less parses of these also violate PHONOTACTICS:

(24) Epenthesisfor inputs without vowels

PHONOTACTICS | DEPV | *Nuc/o

ng"l | a wnog” P
b. nq" *1(cons. nucleus) :
| c.toq R

d. tq *1(no head)
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Why is schwa epenthesized rather than some other, less marked nucleus? The answer is
provided by the theory of epenthesis outlined in 84.3.2: schwa may be the most marked
nucleus in Lillooet, but it is the least marked epenthetic vowel, all other things being
egual. The RECOVER constraints, which penalize all non-schwa epenthetic vowels, are

ranked above all markedness constraints that might favor less marked nuclei, including

*Nuc/a.

(25) Schwaisthe least marked epenthetic vowel

ng"-ac/ Rec/a | Rec/e,0 | REC/i,u | *Nuc/a | *Nuc/i,u | *Nuc/e,0
a =nogac *

b. nigq"alc * *

c. neg“alc * *

d. nag“alc *1

If the input already contains aschwaand it isin the right place, it will be mapped

to the output faithfully. If schwas can be del eted without violating PHONOTACTICS, they
will be, because *Nuc/s dominates MAXV. Thusthe form taq ‘to touch’” emerges with
just one schwa in the middle even if it had three schwas underlyingly. The loser candidate
that deletes all schwas and surfaces without a nucleus, *tq, is ruled out by

PHONOTACTICS.

(26) Deletion of schwas when not blocked by phonotactics

lotage/ PHONOTACTICS DepV *Nuc/a MAXxV
a. = toq ! * *x
b. otogo , I

c.tq *1(no head) ** %

It is not an accident that the middle schwa is preserved rather than, say, the last one. The

clustersin the alternatives, *tqo and * atq, are tolerated in Lillooet, so the fact that toq
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wins suggests the ranking * CompPLEX >>NOCODA. * CoOMPLEX itself is ranked below

*Nuc/s, because clusters are generally permitted so long as they respect PHONOTACTICS.

Despiteits low ranking, * ComPLEX will select togq over *tge and * atq, since it dominates

NOCODA.

This grammar is able to deal with inputs that have too many schwas as well as
ones that have too few. The analysisis quite unlike Bobaljik’ s rule-based analysis of
similar facts in Itelmen, which excludes schwa from underlying representations. The

economy effect in the ROTB analysis arises because a violable output constraint

(*Nuc/o) dominates MAXV; it is not arestriction on the input. Even if such arestriction
existed, it is egregiously violated by output forms: schwas are abundant in the language,
but their distribution is predictable and tied to phonotactics. The ROTB analysis directly
captures this fact because schwa deletion is an active process that is blocked by
phonotactics. On the other hand, in restricted input analyses, it is an accident that schwa
is both the vowel banned from URs and inserted by rule—this point will be addressed
againin 84.3.6.1.

One clarification isin order regarding the goals and assumptions of this analysis.
Requiring the grammar to be able to map inputs like /atage/ to tag does not amount to the
claim that tog is underlyingly /stoge/. Richness of the Base is not a claim about

underlying representations—it is an analytical assumption about how filter grammars

work. The underlying representation for toq is a matter for the learner to sort out, and in

Optimality Theory astrategy for that is called Lexicon Optimization (Prince and

Smolensky 1993): the input should be such that it can be mapped to the output with a
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minimum of faithfulness violations. The input for toq could therefore be /tag/ or even /tg/;
the important thing is that the grammar has a principled explanation for the why both
* stogo and *togalk’ om are absent in the output.

4.3.4.2 Other vowels

Consider now the other vowels of Lillooet. Neither i, u, nor a syncopate—their
distribution is not predictable, nor are they ever epenthesized. For syncope, this means
that MAXV dominates al constraints that might favor such deletion. These include
*Nuc/i,u, * MARg/i U, and *MARg/a:

(27)  Thedistribution of other vowelsis unpredictable

PHONO[* Nuc/o|MAXV [*Nuc/i,u* MAR/a* MAR/i,u
/sutik/ | satik x| *
b. stik *] x
/palar/ c. =pala? L
d. pl& *|
[sutik-akar/|e. s=sutikaka? o il
f. stikaka? ! *

Note that phonotactic constraints do not preclude deletion in these circumstances—
clusterslike #st and #pl are perfectly acceptable, asin stut ‘cricket’ and plan *already.’
There is no economy of vowels other than schwa because all the constraints that might
favor such deletion are dominated by MAXV.

Something should be said about the effect of *Nuc/x constraints on the vowel
inventory of Lillooet. Peripheral mid vowels are not alowed in the language—recall that

the core inventory contains schwa plus{i, u, a} . Mid vowels are marked with respect to

202



81
the constraint *MID (Beckman 1998), which can be seen as an entailment of Dispersion

Theory of Flemming 1995. This constraint penalizes peripheral mid vowels but not high

and low vowels or o: mid vowels are insufficiently perceptually distinct from high and
low vowels. With *MID undominated, the four vowels{i, u, a, o} make it to the surface,

and o is permitted only when PHONOTACTICS require its presence.

Let us summarize the results. Schwain Lillooet is“economized” (i.e., deleted)
because it is amarked nucleus: *Nuc/o>>MAXV. It is aso inserted wherever phonotactic
constraints require: { PHONOTACTICS, REC/x} >>* Nuc/a. No other vowels are deleted

because MAxV dominates other *Nuc/x constraints, and no other vowels are inserted

because ReC/x constraints dominate * Nuc/s. These rankings are shown in the
comparative tableau (28). The tableau shows how the grammar ensures that both inputs
with adearth (/tg/) and a profusion (/atage/) of schwas are mapped to the appropriate
winner, tag. Syncope applies when phonotactics permit, asin /tag-alk’-om/ — tgalk’ am.
In this grammar, there is aso no such thing as too many full vowels: even though
phonotactically possible, syncope does not apply to sutik and pala?. (I am ignoring hiatus
here—hiatusis categorically banned in Lillooet, but it is unclear whether it is avoided

through 7 epenthesis or vowel deletion.)

o This discussion entails that unlike * Low and * NoNLow, *MID ishot a* STRUC
constraint—it is based on the harmonic scale low, high ~mid: “non-peripheral vowels are
marked.” It should be emphasized that context-free markedness constraints are not ruled
out in the Lenient theory of CoNn—only constraints that penalize the least marked things
on their harmonic scales are excluded. * Low and *NONLoOw are * STRUC constraints
based on their relationship to the peripherality scale and the nucleus sonority scale.
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(28) Cheap schwain Lillooet

Ito/ PHONO | REC/X | * Nuc/s | MAXV [ *Nuc/i,ui* MARg/al * MAR/i,u
a tog~tq W L '

b. tog~tiq LW L W

c. tog~taq W L

Itag/ |

d. tog~tq W L W

[otoge/

e. tog~otage W L

f. tog~tq W L W

ltog-alk’ am/

g. tgalk’ am~tagalk’ kom W L

/sutik/

h. sttik~stik w L L
Ipalal

i palai~pla? W L

The full ranking is diagrammed in (29).

(29) PHONOTACTICS Rec/a

\ REClli ,u
/

DepV *Nuc/a

|
MaAxV

/\

*MARg/a *PKedi,U

*MARE/i,U

This pattern might be described as “ delete schwa where you can, insert schwa

where you must.” As stated earlier, however, not al vowels can have this distribution.

Thisis discussed in the next section.
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4.3.5 Somevowelsnever come cheap

The present analysis of schwa economy in Lillooet makes a prediction: only
vowels on the less prominent end of the sonority scale can act as cheap vowels. It is
impossible for a to be the only vowel of alanguage that behaves this way. The reason for
thisisthat the very conditions necessary for a-epenthesis and syncope ensure that it
cannot be the only syncopating vowel—as | show immediately below, no ranking of the
sonority constraints is consistent with such a pattern.

The ranking necessary for a-epenthesisis shown in (30). Phonotactic constraints
(e.g., sonority sequencing) require that the hypothetical /tikn/ map to tikvn rather than
*tikn. Epenthetic a is selected because it violates no * Nuc/x constraints. *Nuc/x

constraints dominate the RECOVER constraints, which favor the losing candidates with

epenthetic o or i. Epenthesisin this context also violates * MARg/a, because a is inserted

into the weak branch of afoot. *MARg/a is therefore ranked below * Nuc/x.

(30) Insert a whererequired by phonotactics

ftikn/ PHONO | *Nuc/s | *Nuc/i,u | *MAR-/a | Rec/a | Rec/i,u
a. tikan~tikn W L L L

b. tikan~tikon LW L L

c. tikan~tikin § W L CL W

The ranking necessary for differential syncope of just a cannot be consistent with
(30). The only constraint that can favor differential syncope of ais*MARg/a. For
syncope, * MARg/a (as well as IDENT[F] and the various constraints on footing) must
dominate MAXV. But MAXV must a'so dominate all of the * Nuc/x constraints, because

they favor differential syncope of vowels other than a:
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(31 Ranking for differential syncope of a

PHONOTACTICS | *MARg/a | MAXV | *Nuc/i
ltakati/ | a. (t&kti)~(taka)ti W L
ftakiti/ | b. (taki)ti~(takti) w L
/takan/ | c. (tékan)~(takn) w L

Theranking in (31) contradicts that of (30): *Nuc/i must be ranked below * MARg/afor
differential syncope of just a but above it for a-epenthesis. It is therefore impossible in
this constraint system for a to be the a cheap vowel, i.e. the vowel that is epenthetic in all
contexts as well as the sole vowel to syncopate.

It is possible for alanguage with a-epenthesis to have syncope, but syncope must
affect either low sonority vowels only (asin Mekkan Arabic, 84.5) or al vowels (thisis
possibly the state of affairs in Coos—see Frachtenberg 1922).

4.3.6 Alternative analyses of schwa economy in Lillooet

The approach presented here differs from alternatives on severa points: the
source of economy effects, the expression of economy in the grammar, and predictions
regarding the cross-linguistic inventories of cheap vowels.

4.3.6.1 Constraints on the lexicon and economy

Aswas mentioned earlier, the traditional analysis of patterns like that of Lillooet
is to exclude them from the inputs by imposing arestriction on the lexicon. The rule of
vowel epenthesis then inserts the vowels in the necessary contexts. Bobaljik’'s (1997)
analysis of an amost identical pattern of schwa distribution in Itelmen makes use of the
following rule, which inserts schwa before a sonorant (R) that is separated from a vowel

or aword boundary by any other consonant.

(32) ®—>9/{ C }_R{C }
# #
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Bobaljik’s chief concern is different from the focus of this study—he isinterested
in explaining some peculiarities in the distribution of schwain suffixes. Suffixation
sometimes puts schwa in environments where its presence is not required by
phonotactics. (He argues that only a cyclic approach can adequately account for the
behavior of these suffixes.) Despite this difference in goals, the rule-based analysis can
be compared with the ROTB analysis presented here.

Economy of schwain the rule analysisis expressed in the lexicon: aconstraint is
imposed at that level of representation because the lexicon should not contain predictable
information. Excluding predictable information from the lexicon is a reasonable goal, but
the strategy of excluding schwa from underlying representations raises a question: is

schwathe only vowel that can be thus excluded? Asfar as | know, thereis no theoretical
limit on such restrictions. Brainard 1994 proposes to exclude #from the lexicon of Karao,
sinceitsdistribution is entirely predictable. The vowel also predictably surfacesasain
some environments; yet a is not excluded from the lexicon in principle—only whenitis
“derived” from the banished 7 by rule at some intermediate step. One could imagine the

opposite situation, where a is banned from the lexicon and is inserted by rule where

phonotactic constraints require:

(33) @ea/{i }_R{i }

Something very much like this epenthesis process operates in Coos (de Lacy
200243, Frachtenberg 1922), but the distribution of a in Coosis not otherwise
predictable—i.e., underlying /al maps to surface [a] faithfully and is not deleted

“wherever possible.” If a can be banished from the lexicon, though, we would find a
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situation that is most likely unattested: o, i, and u have an unpredictable distribution,

whereas a is readily inserted and deleted whenever required by phonotactics.

Any restricted input analysis of cheap vowel patterns requires an adequate theory
of markedness that delineates the range of things that can be banned from the input. As
Lillooet shows, this theory must be separate and different from the theory of markedness
that governs rules (Chomsky and Halle 1968:ch. 9). Since there is no theory of what can
be excluded from the lexicon and what can be inserted by rule, restricted input analyses
make overly rich predictions regarding cheap vowels. The present analysis argues that the
real source of schwa economy isits markedness as a syllable nucleus, not a ban on the
lexicon—from this it follows that the cheap vowel pattern can only be restricted to the
least prominent vowels.

4.3.6.2 Featurelessness, markedness, and economy

Closely related to restricted input analyses is another approach to the behavior of
schwa—the view that schwais a special featureless vowel (see for example Browman
and Goldstein 1992, van Oostendorp 1997, and many others). Under this view, one could
claim that schwais banned from the lexicon because input vowels must be specified for
features, and it isinserted for the same reasons. The problem with this particular
approach towards Lillooet is again the dual status of schwa in the language—it is both
marked and unmarked. If the features that schwa is purported to lack are marked, then
why do full vowels not lose them? Conversely, if they are unmarked, then why are they
not inserted? Furthermore, there is plenty of evidence that schwais not marked in all
contexts—in the Salish language L ushootseed (see 84.6), schwais actually both marked

and unmarked depending on whether it is stressed. If featurelessness is equated with
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markedness (or unmarkedness), then the grammar requires an additional non-
representational mechanism for dealing with the chamel eonic markedness of schwa
within and between languages.

Another well-known issue for featureless vowel theoriesis contrast. Several kinds

of vowels have been claimed to be featureless: o, £ (see Spaelti 1997), # and so on. Y et

some languages contrast two or even al three of these vowels with each other—a feat
impossible to achieve without some featural marking. Furthermore, claiming that
unmarked segments are featurel ess can have broad and often undesirable consequences
for the rest of the phonology, especialy with regards to assimilation, spreading, and so on
(see McCarthy and Taub 1992, Prince and Smolensky 1993, Pulleyblank 1998, Steriade
1995 and others for review and criticism).

Most relevant to the concern of thisthesisis the claim inherent in the featureless
schwa approach: that features are somehow marked while their absenceis not. If features
were indeed marked, then their removal is akind of economy effect, since economy
effects target only marked structure. This cannot be true in Lillooet—schwalis the only
target of deletion, which meansthat it isthe only vowel that violates a markedness
constraint ranked above MAXV in the language. If features themselves were marked
(rather than entire vowelsin certain contexts), then their removal would be optimal—in
other words, a, i, u, and other “full” vowels should reduce to schwa before anything
deletes. The fact that only schwa deletesin Lillooet signals that this approach is

inadequate.
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4.3.6.3 Economy constraints and differential syncope

The analysis of Lillooet in terms of *Nuc/x and Recover constraintsis not the
only possible ROTB-compliant OT analysis of the Lillooet pattern. In this section, |
review an economy constraint theory of differential syncope (Hartkemeyer 2000, Tranel
1999) and an economy constraint theory of epenthetic vowel quality (Lombardi 2003).
The two theories must join forces to deal with the Lillooet pattern; neither is rich enough
by itself. Once they are combined, however, their predictions are overly rich—the cheap
vowel pattern isno longer limited to low-sonority vowels.

Hartkemeyer 2000 sketches out atheory of differential syncope that makes use of
the economy constraint *V and a hierarchy of MAX constraints that protect vowels of
different height:

(39) Max-A>>Max-E,O>>Max-1,U

Tranel 1999 independently proposes a similar approach to schwa deletion in
French, except that his hierarchy also includes a fourth constraint at the low-ranked end,
MAX-SCHWA. Tranel even explicitly ties the hierarchy to Prince and Smolensky’s ideas
about syllable peak and margin markedness, and both authors argue that the ranking of
these MAX constraintsis fixed (see 84.4.5 for some arguments against such sonority-
sensitive MAX constraints). Similar fixed hierarchies have been used by Casali 1996,
Davis and Zawaydeh 1996, Pulleyblank 1998 and others. According to Hartkemeyer and
Tranel, the quality of syncopating vowelsin differential patterns depends on the ranking

of the * STRuUC constraint in (35). The language will have either non-differential syncope

(1), differential syncope of { 9, i, u, e, 0} (2), differential syncope of { 5, i, u} (3),

differential syncope of o, asin Lillooet (4), or no syncope at all, with the ranking in (5).
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(35) MaAX-A >> MAx-E,O >> MAX-I,U >> MAX-SCHWA
T T T T
1) 2 ©) 4) ®)

Thistheory of differential syncope isinsufficiently rich. There are languages
where only low vowels del ete (L ushootseed, 84.6) or only low and mid (Estonian,
Georgian), which is the opposite of what is predicted by (35). If syncope in these |atter
grammars is also aresponse to economy principles, then the constraints in (35) must be
freely permutable—otherwise additional mechanisms are needed.

Thisisonly half the story, however, because schwais not only the syncopating
vowel but aso the epenthetic vowel in Lillooet. Tranel and Hartkemeyer do not focus on
the connection between epenthesis and syncope, so their theory of differential syncope
needs to be supplemented with a theory of epenthesis.

4.3.6.4 Epenthesis and syncope in the “everything-issmarked” theory

Such atheory of epenthesis comes from a different implementation of economy in
OT—the “everything-is-marked” theory. A recent exposition of this view of vowel
markedness is Lombardi 2003. Lombardi’s concern is not with syncope but with
epenthesis, but as Lillooet shows, the two are inextricably connected.

The theory of epenthesis Lombardi presents might be seen as an application of an
approach to markedness and epenthesis devel oped by McCarthy and Prince 1994ain their

analysis of Makassarese final consonant epenthesis. They note that of the two consonants

permitted in coda position in Makassarese, 7and p, 7is selected by *NAsAL. *NASAL is

low-ranked in the language but exerts its effects whenever faithful ness constraints cannot
break the tie between two candidates, asis the case when the consonants are epenthetic.

McCarthy and Prince propose that the identity of epenthetic material is determined by
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segmental markedness constraints. Thisis a development of an idea put forth by Prince
and Smolensky (1993/2002:Chs 8,9) and Smolensky 1993: “...segmental markednessis
defined by afamily of constraints barring every feature. Their ranking with respect to
each other may be universally fixed” (McCarthy and Prince 1994a:32, fn. 32, emphasisin
the original). If the quality of epenthetic vowelsis determined by markedness constraints,
it follows that the markedness constraints must ban almost the entire range of vowel
qualities, since practically any vowel can be epenthetic—moreover, some of these
constraints must be freely rankable with respect to each other.

Under Lombardi’ s theory of epenthetic vowel quality, every vowel violates at
least some constraint. The ranking of some of these constraints is universally fixed:
* ROUND>>* NONROUND, * FRONT>>* BACK. Others are freely rankable, e.g. * Low,
*MiD, and *NoNLow (Beckman 1998 similarly has * Low and *HIGH freely ranked). The
factorial typology of these constraints is supposed to derive the connection between the
structure of vowel inventories and the choice of epenthetic vowel, though it is not
obvious (and Lombardi does not show) how the inventories themselves are derived. In
(36), | apply Lombardi’ s ranking to epenthetic schwain Lillooet. Lombardi assumes that
schwais a back, nonlow vowel:

(36) Economy aternative: epenthetic schwain the “everything-is-marked” theory

Itof *Low *NONLOW | *FRONT *BACK
a =toq * *

b. tig L

c. tag * | *

It is clear that these constraints cannot dominate MAXV in Lillooet. If they did,

underlying i and a would syncopate just as o does. As shown in (37), *NoNLow or
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*BAcK force the deletion of schwa by dominating MAXV, but they also incorrectly
compel the deletion of afull vowel, uin sutik.

(37) Economy dterenative: Context-free markedness cannot dominate MAXV in

Lillooet
*Low | *NONLow | *FRONT | *BACK | MAXV
[sutik/ a stk * ; * *
b. & sutik (actual) *k| § * *|
Itag-alk’ -om/ | c. ==tgalk’ om * 5 * *

*k | ! *k |
|

d. togalk’om

To maintain this theory of epenthesis, it is necessary to incorporate high-ranking
constraints that offer specia protection to the “marked” vowels, asin the * STRuC theory
of Tranel and Harkemeyer. Tableau (38) presents this alternative in the comparative
format. Ranking MAX-A and MAX-1,U above the context-free markedness constraintsis a
way to ensure that only schwais undergoes deletion. Adding MAX to the analysis does
not affect the evaluation of epenthetic vowels, so the results of (36) still stand unchanged.

(38) Economy dternative: context-free markedness plus faith to the marked; schwa

syncope

[sutik/ MAX-A|MAX-1,U[*LO|*NLO* FRNT|*BCK |MaXx-2
a. sutik~stik W L L

/palar/

b. pala?~pla? W L | L

tog-alk’ -om/ |

c. tgalk’ am~togalk’ om W W L

Thisanalysisworks for Lillooet: schwais correctly selected as epenthetic and is
the only vowel to syncopate. Nevertheless, breaking * STRUC(c) up into *Low,
*NoNLow, *FRONT and * BAcCK destroys the predictions of Hartkemeyer’s and Tranels
fixed hierarchy in (35). This constraint set is too rich—with *Low and * NoNLow freely
rankable, it is possible to produce some unattested patterns. One of theseis depicted in
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(39). Thisistheranking for alanguage where a and o syncopate in all contexts (asin (a)
and (c)), i does not syncopate in any context (see (a)), and schwais the epenthetic vowel
(see (d) and (€)).

(39) Economy dternative: differential syncope of low vowels and schwa

*Lo [Max-A|[Max-1,U[*NLo* FRNT|*BcK |Max-a
Ipitiki/ | a pi.ti.Ki~pit.ki W L L
/pitaki/ | b. pit.ki~pi.taki | W L L
Ipitaki/ | c. pit.Ki~pi.to.ki W W L
Ipt/ d. pot~pit WL
e. pot~pat W :

The only difference between (39) and (38) is the permuted ranking of * Low and
MAX-A. *Low assigns the same violations as the banished constraint *Nuc/a, so its
presence in CoN would make the same predictions (see 84.2.2). Note that thisresult is
unobtainable if the constraints against a are context-sensitive (e.g., * MARg/a): they never
favor deletion in al contexts, which is a hallmark of cheap vowels. Thisis atestable
point of difference between the Lenient CoN theory and the “everything-is-marked”
theory: if patternslike (39) exist, the theory presented here will be shown to be
insufficient.

Examining this constraint set further reveals another pattern that the “ everything-

issmarked” theory can produce but the Lenient CoN theory cannot. The patternis

depicted in (40). Here, i and a syncopate in all contexts, while o does not. Schwais also

the epenthetic vowel. Thisis a pattern where o isthe only vowel whose distribution is

unpredictable from the phonotactics, since it never syncopates.
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(40) Economy dternative: differential syncope of everything but schwa

*FRNT | *LO [MAX-A|MAX-1,U| Max-o | *NLO i*Bck
Ipitiki/ | a pitki~pitiki | W | L W
Ipitaki/ | b. pit.ki~pi.taki W | L W
Ipitoki/ | c. pi.to.ki~pit.ki | w L W
Ipt/ d. pot~pat F W ,
e. pat~pit w L

This pattern isimpossible in the theory with Lenient * Nuc/x, *MARg/x and
*PK /X constraints. there are no constraints that assign violation markstoi and ain all

contexts. Low vowels are only marked in the margin of afoot, and all rankings that imply

markedness of i aso imply the markedness of o.

Let us summarize the argument. Differential syncope and epenthesisin Lillooet
are two sides of the same coin, so any theory of differential vowel behavior must berich
enough to account for this pattern. The unadulterated * STRUC(G) theory with sonority-

specific MAXV constraints (Hartkemeyer 2000, Tranel 1999) can account for the

differential syncope of schwa, but it requires additional mechanismsto explain o

epenthesis. Theories of epenthetic vowel quality, however, need to be quite rich to match
the wide range of epenthetic vowels observed cross-linguistically. Sonority-specific
MAXV constraints must be supplemented with something like Lombardi’ s (2003) theory,
which is also very much in the spirit of economy: every structure violates at least one
constraint. While this combined approach offers aworkable analysis of Lillooet, its
typological predictions are too rich.

The “everything-issmarked” analysis shares a property with the rule-based

analyses that impose restrictions on the lexicon. Both approaches lack a principled theory
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of what it means for avowel to be marked. While the “everything-is-marked” analysis

relies on markedness, it is so arbitrary asto aimost reject the very notion. Restrictions on

the lexicon a so have a somewhat arbitrary flavor—if any vowel of the set {9, i, €, & can
be epenthetic cross-linguistically, then why isit that only o can be excluded from

underlying representations? If ois not the only vowel, then any vowel can be cheap in the

rule-based account, and thisis not what we find cross-linguistically.
437 Summary
To conclude, this section examined a pattern of syncope/epenthesis that can be

described as “ delete where you can, insert where you must.” This behavior is

characteristic of low-sonority vowels only: while o, 4 and i are treated as cheap vowels

by some languages, a never is. Nor isthis pattern equivalent to syllable economy—if
anything, thisis economy of schwa. CON does not contain any economy constraints such
as * STRUC(c), *Nuc/a, or context-free markedness constraints such as * Low, and

*NONLow . There are constraints that may favor the deletion of low-sonority vowelsin

all contexts (e.g., *Nuc/s) but there are no constraints that favor context-free deletion of

low vowels or all vowels.

It should be emphasized that the prediction does not go in the other direction: itis
not the case that deletion of low-sonority vowelsis always pervasive and blocked only by
phonotactic constraints. Schwa deletion need not look like the Lillooet pattern at all. A
much-discussed example of schwa deletion that is clearly not motivated by avoidance of
schwain al contextsisfound in Central Alaskan Y upik (Gordon 2001, Hayes 1995,

Jacobson 1985, McCarthy 1986, Miyaoka 1985, Woodbury 1987).
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In Central Alaskan Y upik, schwa is banned from open stressed syllables, but it is
allowed to surface faithfully in closed stressed syllables or in unstressed ones (see (41)).
In the language’ s iambic stress system, stressed syllables are required to be heavy, and
this requirement is normally satisfied by vowel lengthening (see (a)). When schwa occurs
in the same position where other vowels lengthen, it deletes instead (cf. (a) and (a) or
(). Aninteresting twist is that deletion is blocked between identical consonants (thisis
known as * antigemination”—see McCarthy 1986). In these cases, the consonant
following schwa geminates instead (see (d)). All of these processes conspire to ensure
that the stressed syllable is heavy while long schwa never emergesin the language.

(41) Central Alaskan Y upik schwa syncope (data from Miyaoka 1985)

a /jaqulocuay/ (aqu:)(ls.clay) ‘small bird’ *(jagul)(cuay)

b. /gangutoka:/ (gan)(sut)ka: ‘he talks about it’ *(gan)(su.td:)ka:
c. /ato-pik/ (a)pik ‘real name’ *(atdp)pik

d. /ato-ton/ (atst)ton ‘their own names’ *(@)ton

Gordon 2001 analyzes this pattern as an interplay of SWP and the prohibition on long
schwa, both generally obeyed in Central Alaskan Y upik. The context for schwa del etion
isclearly metrical: schwa does not deleteif it can head the weak branch of afoot (cf.
(ja.qu:)(la.cliay) ~* (ja.qul)(cuay)), only when it must be in the strong branch. Schwa
cannot lengthen, nor can consonant gemination be used unless compelled by the OCP.
Thisis not economy of syllables or schwa: in fact, most of the time the requirement for
stressed syllables to be heavy is satisfied by augmentation (vowel lengthening or
gemination) rather than deletion. Economy effects are not in any way special—they are

just one way out of several to satisfy the language’ s markedness constraints.
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The next section examines a pattern that resembles metrical syncope—the
combined effect of *Nuc/i and metrical constraints.

44 | ebanese Arabic: adifferential/metrical hybrid

High vowel nuclel are marked in all contexts with respect to *Nuc/i,u, but this
doesn’t mean that their distribution is always determined by phonotactic constraints. Thus
in the grammar of Lebanese Arabic, the constraint ranking selects only those forms that
satisfy its foot structure requirements while containing a minimal number of marked high
vowel nuclei. The resulting pattern seems to be governed by avoidance of short high
vowelsin open syllables, but aswe will see, thisisjust a superficial impression. No
special constraint against short high vowels in open syllables is necessary—the pattern
emerges from the interaction of *Nuc/x with prosodic constraints PARSE-G, SWP, and
NONFINALITY. The same general constraints that were seen to be active in Hopi,
Tonkawa, and Lillooet account for the pattern of high vowel deletion in Lebanese. To put
it another way, constraints need not be too context-specific for their interaction to
produce intricate patterns.

The next subsection presents the stress pattern of Lebanese Arabic—stress
crucially interacts with high vowel syncope, so | will look at stress first. The interaction
of syncope and prosody is analyzed in 84.4.2 and 84.4.3, and epenthesisis addressed in
84.4.4.

4.4.1 Thepatterns

The following descriptions of Lebanese Arabic and data are drawn from Haddad

1984. Lebanese Arabic has three short [i, u, @ and three long [ii, uu, aa] vowels. Mid

vowels also surface in afew restricted contexts, such as word-finally in nouns and
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adj ectives after non-emphatic consonants (maktabe ‘library’). Media syllables can be
CVV, CVVC, CVC, or CV. Initia and final syllables can also be CCV... and ...VCC,
respectively. CVC and CVV syllables count as heavy in the assignment of stress, which
is described and exemplified in the next section.
4411 Stress

Stressin Lebanese Arabic issimilar to that of Latin (Mester 1994), with the added
complication involving the behavior of trimoraic, or “superheavy” syllables. Superheavy
syllables (CVVC or CVCC) are specid in that they bear main stressin final position,

which other syllables cannot do. Stress is on the penult if the penult is heavy (CVV or

82
CVC) and on the antepenult otherwise.

(42) Stressfinal superheavy

a ‘takalt ‘| ate’

b. naz.zalt ‘I brought down’
c. naazdt ‘I encountered’
d. sa?alduk ‘they asked you’
e. bi.xal.liik ‘he lets you’

f. mak.tabaat ‘libraries

g. Ya.lam.naak ‘we taught you’

(43) Otherwise stress penult if heavy

a naz.za “he brought down’
b. ndaza “he encountered’
c. mataarik ‘battles

d. mak.tab.ti ‘my library’

82
| ignore emphasisin the transcriptions; Haddad’ s spelling conventions are modified as

follows: his“c” isreplaced by “S,” “9” isreplaced by “¢,” “R” isreplaced by “h.”
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(44) If penultislight, stress antepenult except in disyllables

a. ‘?takalit ‘she ate’

b. sdhabit ‘she withdrew (tr.)’
c. mak.tabe ‘library’

d. sdhab ‘he withdrew’

e. taka ‘he ate’

L ebanese Arabic words never have more than three light syllablesin arow at the
end (for reasons having to do with syncope, discussed in the next section). In the
L ebanese pronunciations of Classical Arabic words, though, main stress tends toward the
antepenult (Haddad 1984).

(45) Antepenultimate stressin Lebanese pronunciations of Classical words

a. darabana ‘he hit us

b. Sajaratun ‘atree

c. saw.mafatun  ‘ahermitage
d. yuz.SQiju.na ‘he annoys us’

These patterns can be summarized asin (46). A trochaic foot (LL, HL or H) is built that
encompasses the penult, except when the ultimais superheavy (S).

(46) Stressassignment in Lebanese Arabic

a ..(LL)o#, (HL)o# antepenult
b. ..(H)o# penult
c. .(S# ultima

Although secondary stress has not been reported for Lebanese Arabic, the indications are

that footing isiterative. | will returnto thisin 84.4.2.1.
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44,12 Syncope

High vowels delete in several environments. First, asin all modern Arabic diaects,
deletion appliesto media vowels flanked by single consonants. Deletion does not apply
to low vowels here—compare (47) and (48).

(47)  Syncope in the two-sided open syllable environment

a /nizil-it/ niz.lit ‘she descended’ cf. ni.zil ‘he descended’
b. /saahib-it-uu/ saahib.tu ‘his friend’ cf. saahib ‘friend’

C. /saahib-it-na/ saah.bit.na  ‘our friend’ cf. sdahib ‘friend’

d. /?ibin-ii/ 2ib.ni ‘my son’ cf. ?i.bin ‘son’

e. /bagil-ii/ bag.li ‘my mule cf. ba.gil ‘mule

(48) No syncope of /a in the same environment

a [raka-it/ ?akalit ‘she ate’ *Pak.lit
b. /sshab-it/ sahabit ‘snewithdrew (tr.)’  *sah.bit

High vowels delete not only in the environment shown in (47)—the first vowe of
the word can also syncopate, as shown in (49). Despite this, there is arestriction on the
application of syncope to thefirst vowel of the word—deletion cannot result in stress on
the last syllable (unless the last syllable is already superheavy), so if there are only two
vowels underlyingly, they must both surface.

(49) Limitson syncope of /i/ in openinitia syllables

a. /nizil-t/ nzilt ‘| descended’

b. /nizil/ nizil ‘he descended’ *nzil

c. /fihim-na/ fhimna ‘we understood’

d. /fihim/ fihim ‘he understood *fhim

e. /nis/ nisi ‘he forgot’ *nis, *nsi

The low vowel does not syncopate in this environment, as shown in (50).
(50) No syncopeof /a/ in openinitial syllables

a. [xazar-t/ xazatt ‘| tore’ *xz4ret
b. /katab-t/ katébt ‘| wrote’ * ktdbt
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Syncope also never deletes long high vowels, which may occur in positions from which
short high vowels are prohibited, such as medial open syllables.
(51) No deletion of long high vowels

a. jariide ‘paper’ *jar.de
b. fariida ‘wide *Qar.da

To summarize, high vowel syncope deletes short high vowels in open syllables, aslong
as deletion does not result in final stress.
4.4.2 Analysisof stresspattern

| claim that high vowels delete in Lebanese Arabic for non-metrical reasons—
deletion reduces the number of marked high vowel syllable nuclei. Whether deletion does
or does not apply depends on metrical factors, as Haddad (1984) rightly notes. | will start
therefore by analyzing the stress system and then showing how various aspects of high
vowel deletion follow fromit.

4421 Stressassignment and iterative footing

Stressin Lebanese Arabic is assigned on the basis of the trochaic foot. | will assume that
footing isiterative, despite the absence of secondary stress. First of al, it is frequently
assumed that secondary stressis not a necessary correlate of footing; thus McCarthy 1979
assumes iterative feet in his analysis of main stress placement in Cairene Arabic and
Hayes 1995 does the same for tone in Seminole Creek. (See also Hall 2001 for a covert
footing analysis of Southeastern Tepehuan.)

Second, there is evidence for iterative footing in Lebanese Arabic that comes
from the distribution of long vowels. According to Haddad 1984, they may occur in

stressed or unstressed syllables but they never occur in word-final open syllables. Since
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word-final open syllables are never stressed, thisis the only environment where long
vowels cannot be foot heads:

(52) Longvowels barred from final syllables

a. /darab-uu/ darabu ‘they hit’ cf. darab-Gu-hun ‘they hit them’
b. /hamal-nal hama.lna ‘we neglected’ cf. hamal-naa-S ‘we didn’t neglect’
c. /saral-t-uu/ sa.?al.tu ‘you asked”  cf. satal-t-Uu-hun *you asked them’

Haddad 1984 considers some arguments for the underlying representation of these
suffixes and chooses to analyze these vowels as underlyingly short, assuming that they
lengthen when followed by clitics like —hun and —S (Broselow 1976 also assumes this for
Cairene Arabic, though Abu-Mansour 1987 takes the opposite stand for Mekkan—see
84.5). For an OT analyst, the absence of long vowelsin final syllables (regardless of any
aternations) points to areal generalization about the phonology of Lebanese Arabic: long
vowels cannot occur word-finally. A final open syllable is never stressed or long, so
whether it shortensin the last syllable or lengthens before clitics should follow from the
anaysis. If iterative footing is assumed, then the environment for shortening in this
dialect is straightforward—any non-final long vowel can be parsed into afoot of itsown
except for the last one, which must undergo shortening. (See the analysis of Tonkawain
chapter 3 for asimilar argument for iterative footing from the distribution of long

vowels.)
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4.4.2.2 Foot shape and placement

Foot shape is determined by the interaction of the following constraints:
(53) RHTYPE=TROCHEE: “Feet do not begin in unstressed syllables.”
(54) RHTYPE=IAMB: “Feet do not end in unstressed syllables.”

(55) FTBIN: “Feet are binary at the moraic or syllabic level.” (Prince and Smolensky

1993)
Harmonic scale: Ft, Ft - Ft
N | |
60 O Oy

Foot placement is determined by the ENDRULE constraints, PARSE-G, the NONFINALITY
constraints, and WSP,,,, which are defined as follows:

(56) WSPyu: “No unstressed trimoraic syllables.”
Harmonic scale: -6\, Gy

(57) NONFINALITY(FT): “The head foot of the PrWd is not word-final.” (P& S.45)
(58) NONFINALITY(0): “The head of the PrWd does not fall on the word-final

syllable” (P&S:42)
PWd  HdFt

| |
Harmonicscale: o#/__ >=o#/ > o#(“/” = directly dominated by)

As can be seen from the definitionsin (57) and (58), the NONFINALITY constraints arein
a stringency relationship. Whenever NONFIN(o) is violated, so is NONFIN(FT): if the head
of the prosodic word falls on the word-final syllable, that syllable isfooted. A form can
violate NONFINALITY (FT) without violating NONFINALITY (o), however:

(59) NONFINALITY constraints

NONFINALITY(c) | NONFINALITY (FT)
a. ...(oG) * *
b. ...(So) *
C. ...(60)o
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Feet in Lebanese Arabic are prominence-initia (trochaic), which indicates that
RHTYPE=TROCHEE dominates RHTYPE=IAMB:

(60) Feet aretrochaic

[2akal-it/ RHTYPE=TROCHEE | RHTYPE=IAMB

a = (2aka)lit *

b. (Rakd)lit *|

Feet are built iteratively, with main stress falling on the rightmost foot. Thisis the result
of high-ranking PARSE-c, which dominates ENDRULE-L (ENDRULE constraints are
discussed in chapter 3). ENDRULE-L demands that the main stress foot be the first foot of
the word (even if it does not encompass the first syllable), and the main stress foot is not
thefirst foot of the word in the winner (mak)(tab)ti. ENDRULE-L is also ranked below
ENDRULE-R, which requires that the main stress foot be the last foot of the word. This
can be seen from the failure of * (mak)(tab)ti.

(61) Footing isiterative; main stressis on the rightmost foot

ENDRULE-R | PaRsE-c | ENDRULE-L
a. v (mak)(tab)ti E *
b. mak(tab)ti %
c. (mak)(tab)ti x| *

So, footing isiterative and trochaic, with the main stress falling on the rightmost foot.

4.4.2.3 Theroleof NONFINALITY

The NONFINALITY constraints play a central role in the phonology of Lebanese

Arabic. As aresult of their high ranking, the last syllable isleft unfooted, which also

sometimes leads to stress lapses, asin (sd4a)bit. NONFINALITY (FT) must therefore

dominate all the constraints that might favor final footing, such as * LAPsg, WSP,,,, and
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PARSE-GEna. (NOt Shown). Its less stringent cousin NONFINALITY (o) must also be ranked

at least above WSP,,.

(62) Thefoot and the stressed syllable cannot be word-final

NONFINALITY(c) | NONFINALITY(FT) | *LAPSE ; WSP,,
a. == (sdha)bit R
b. sa(hébit) *| BE
C. (saha)(bit) *1 * !

In words with four light syllables, asin the Lebanese pronunciation of the Classical
Arabic word da(ra.ba)na, it is only possible to build a single foot without violating
NONFINALITY(FT); *(dara)(bana) isimpossible. I’ [| assume that the placement of the
single foot is determined by * LAPSE, which must be ranked above all the constraints that
might favor initial footing, e.g., PARSE-G1 (a.k.a. ALIGN-L(Wd, Ft). See Chapter 3 and
McCarthy to appear).

(63) Antepenultimate stress as avoidance of lapses

*LAPSE PARSE-G1
a. =da(rd.ba)na * *
b. (dara)ba.na *x

The prohibitions against footing and stressing the last vowel of the word are

violated under some circumstances, e.g., when the last syllable is superheavy. The

83
undominated WSP,,,, requires that such syllables be stressed even if final.

83
WSP,,,, does not insist that every superheavy syllable bear main stress—only that it be
the head of afoot. Words with non-final superheavy syllables can have main stress on

other syllables, aslong as the superheavy is footed: (saas)(bit)na ‘our friend.’
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(64) Trimoraic syllables are stressed even when final

WSP,,,, | NONFINALITY(G) NONFINALITY (FT)

a v=(Sal)(Ilam)(ndak) * | *

b. Sal (1am)naak *|

Thelast syllable must also be footed if the word is only two syllables long, where
violation of NONFINALITY (FT) isrequired by the constraint FTBIN, which disallows feet
of the shape (CV).

(65) Disyllables are exhaustively footed

FTBIN NONFINALITY (FT)

a. (2akal) *

b. (28)kal *|

Thus the NONFINALITY constraints are obeyed except when thereis adanger of leaving a
superheavy syllable unfooted or having to build a monadic foot.

4424 Summary of the analysis of stress

To summarize, consider the tableau below, which shows the entire stress system. Only
trochaic candidates are included in the tableau, so RHTYPE=TROCHEE and RHTYPE=IAMB

are left out. WSP,,, has also been left out to save space—keep in mind that it is violated

in cases where the last syllable of theword isaclosed heavy (e.g., 7a.kal or (saza)bit).

NONFINALITY (o) isaso left out of (66)—it agrees with the more stringent

NONFINALITY(FT) on most of the comparisons.
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(66) Stressin Lebanese Arabic

FTBIN:WSP,,,.[ER-R|NFIN(FT)|* LAPSE;PARSE-G|ER-L
a. (mak)(tab)ti~(mak)(tab)ti ' LW ' L
b. (mak)(tab)ti~mak (tab)ti : W L
c. (mak)(tab)ti~(mak)tab.ti W W L
d. (séha)bit~sa(habit) w L
e. (séha)bit~(ssha)(bit) w L L L
f. da(rdba)na~(dara)ba.na W
g. da(réba)na~(dara)(ba.na) | W L W
h. 2a(kélt)~(24.kalt) W L L
i. (Paka)~(?8)kal w L

(67) Rankingsfor stress

WSP,u FTBIN ER-R
/\/
NONFIN(c)  NONFIN(FT)

*LAPSE PARSE-G

|
WSP,,  Parseol ER-L

NONFINALITY constraints play akey rolein the ranking in (67): they are obeyed at

the expense of less-than-exhaustive footing and stress lapses and violated only in afew

select circumstances. We will see more evidence of their activity in the analysis of

Syncope.

4.4.3 Analysisof syncope: prosodically constrained economy of marked nuclei

4.4.3.1 Thebasic pattern: deletion as avoidance of high vowel nucle

High vowels have the lowest sonority in the vowel inventory of Lebanese Arabic.

Recall that the vowel inventory of Lebanese does not even contain schwa—this indicates

that *Nuc/s is undominated. In the absence of alternations, it is not possible to say

whether input schwas map to &, i, u, or a—schwas are avoided in one way or another.
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This means among other things that epenthetic vowels cannot surface as schwa; | will
returnto thisin 84.4.4.

High vowels are allowed to surface sometimes, so *Nuc/i,u must be dominated
by other constraints. The fact that high vowels syncopate at all suggests that * Nuc/i,u
dominates MAXV. *Nuc/i,u cannot wipe out al high vowels because it is crucialy
dominated by other constraints. The most important of these is NONFINALITY (FT), but
SWP and PARSE-G play arole in determining the site of deletion aswell. Thisisahybrid
syncope system: high vowels are deleted because they are marked nuclei, but the output
respects higher-order prosodic constraints.

The ranking *Nuc/i,u>>MAXV is shown in (68). The deletion candidate nizlit in
(68) violates *Nuc/i,u only twice, i.e., to alesser extent than the faithful loser * ni.z.lit.

(68) High vowel syncope reduces the number of marked nuclei

Inizil-it/ *Nuc/i,u MAaxV
a. =nizlit ** *
b. ni.zi.lit *xk|

The winner in (68) till violates * Nuc/i,u twice. The aternatives such asnzlt are
phonotactically legal in Lebanese Arabic, and yet nzlt loses. The reason for thisis
NONFINALITY, discussed in the next section.

Low vowels do not undergo syncope. They do not violate any * Nuc constraints,
and all the constraints that might favor their deletion are ranked too low to matter (see 8§

4.4.33).

229



(69) No deletion of high-sonority nuclei

[2akal-it/ *Nuc/i,u *Nuc/eo | MAXV
a wakalit * |
b. ?ak.lit * *|

Long high vowels areimmune to deletion as well (the relevant facts are repeated in (70).
(70)  No deletion of long high vowels

a. ja(rii)de ‘paper’ *(jar)de
b. Sa(rii)da ‘wide *(Yar)da

Long high vowels violate *Nuc/i,u just as short high vowels do, but their deletion is
blocked by the undominated MAXLONGV, just asin Tonkawa. | will return to the
behavior of long vowelsin 84.4.3.3.

This story isincomplete, of course, because it does not explain why any short
high vowels at al manage to surface in Lebanese Arabic. The next section addresses this.

4.4.3.2 Prosodic constraints and the locus of deletion

*Nuc/i,u differs from other constraints that have economy effects, e.g., SWP and PARSE-
o, inthat it iscompletely indifferent to the site of deletion. In thisit is somewhat like
*STRUC(0), since it even has alimited ability to count syllables. The ability islimited
because only syllables with high vowel nuclel are counted—* Nuc/i,uis particular in a
way that * STRUC(G) is not. In Lebanese Arabic, the relatively context-free demands of
*Nucl/i,u are curtailed by prosodic constraints.

Thefirst of these requirementsis acentral onein Lebanese Arabic—
NONFINALITY. When the choice is between high vowel nuclei or footing the last syllable,

high vowel nuclei are tolerated. For example, /nizil-it/ maps to nizlit, not *nzlt, even
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though nzilt isalega form of the language—it is the output for the input /nizil-t/. Thisis
because deletion of more than one vowel in the former case must result in final stress:

(71) Deletion does not result in final stress

Inizil-it/ NONFINALITY(FT) | *Nuc/i,u | MAXV
a. = (niz)lit *x *
b. (nzilt) *| * *x

A third candidate not included in (71) is one that deletes the first vowel, nzi lit. It isaso

in principle a possible word in Lebanese Arabic, both in terms of syllable and foot

structure—cf. 7a.kal and nzilt. It fails because there are better options in terms of foot

structure. Recall that penultimate stressis tolerated only when FTBIN requiresit. Because
FTBIN dominates NONFINALITY (FT), the last syllable be footed in disyllables that beginin
L, ruling out * (nzi)lit, and (nzi.lit) performs worse on NONFINALITY (FT) than the
candidate that deletes the second vowel. All three candidates are tied on *Nuc/i,u and
MAXV.

(72) Deleting the second vowel creates optimal foot structure

Inizil-it/ FTBIN | NONFIN(FT) | PARSE-G
a. = (niz)lit *

b. (nzi.lit) *|

c. (nzi)lit *1

Forms with two underlying vowels, e.g. /nizil/, do not undergo syncope. Syncope

in such words turns things from bad to worse: the faithful parse (ni.zl) aready violates
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NONFINALITY(FT) by footing the last syllable, while the syncope candi date84 (nzil) not
only foots but stresses the last syllable, incurring violations of both NONFINALITY (FT)
and NONFINALITY (o). NONFINALITY (o) must therefore also dominate * Nuc/i,u: deletion
of high vowels does not result in final stress.

(73) Deletion cannot create final stress

Inizil/ NONFINALITY (o) | NONFINALITY(FT) | *Nuc/i,u | MAXV
a. = (ni.zil) ! * o
b. (nzil) *1 : * * *

Thisanalysis predicts that given an input that ends in a superheavy sequence
(VVCH# or VCCH#), syncope should proceed—the violation of NONFINALITY (FT) is
unavoidable even in afaithful parse, so it is possible to remove additional high vowels.
The winner (nzlt) and the faithful loser * ni(zilt) both violate NONFINALITY (FT) and so
the decision between them is passed on to * Nuc/i,u, which selects the monosyllabic
candidate.

(74) If the superheavy syllable is aready there, deletion proceeds

Inizil-t/ NONFINALITY(G) | NONFINALITY(FT) | *Nuc/i,u | MAXV
a = (nzilt) * * * *
b. ni(zilt) * E * **1

The same ranking selects syncope in situations where both the syncopating and the

faithful candidates satisfy NONFINALITY; thus /fihim-na/ — (fhim)na, not *fi(him)na.

84
A candidate like *niZl is asill-formed as * nzil with respect to NONFINALITY, and it
incurs an additional violation of sonority sequencing constraints, which are high-ranked

in Lebanese Arabic (Haddad 1983, 1984).
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Thus the NONFINALITY constraints impose alimit on high vowel deletion, but
deletion is allowed to proceed when it does not worsen the performance on the
constraints. This result is summarized in the comparative tableau in (75).

(75) NONFINALITY and high vowel syncope

WSP,,,, | FTBIN | NF(c) | NF(FT) | *Nuc/i,u | MAXV

/nizil-t/ | a. (nzilt)~ni(zilt) ! ! W L
b. (nzilt)~(ni)zilt W W L : L W L

Inizil-it/ | c. (niz)lit~(ni.zi)lit : : W L
d. (niz)lit~(nzilt) ; W wW L W

Inizil/ | e. (nizil)~(nzil) i W L W
f. (nizi)~(ni)zil LW L

This intricate pattern is due to the interaction between * Nuc/i,u and the prosodic
constraints, al of which have independent effects in the language. NONFINALITY not only
determines the outcome of syncope in /nizil-it/; it also affects stress and footing. WSP,,,,
and FTBIN likewise have effects on more than the syncope process. Economy effects do
not exist in avacuum—they are the result of complex constraint interaction.

4.4.3.3 Therole of PARSE-G and SWP

Thereis an alternative to the *Nuc/i,u analysis, of course. Comparing the syncope
forms with their more faithful competitors reveals that the winners often satisfy the
familiar metrical constraints SWP and PARSE-G better: (nzilt) improves on ni(Zzilt) in
terms of exhaustive footing, and (niz)lit improves on (ni.z)lit in having a heavy stressed

syllable. This dternative is sketched in the following tableau.
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(76) The metrica aternative

SWP | NONFIN(FT) | PARSE-G | MAXV
Inizil-t/ | a. (nzilt)~ni(zilt) 5 w L
/nizil-it/ | b. (niz)lit~(ni.zi)lit] W L
c. (niz)lit~(nzilt) W L W

The problem with this story isthat it is only half true. If SWP and PARSE-G dominated
MAXV, we would expect to see the low vowel deletion in these contexts, and such
deletion is patently absent—witness /?akal-it/ — (7a.ka)lit, not * (7ak)lit, and /katab-t/ —
ka(tabt), not * (ktabt). PARSE-G and SWP must be ranked below MAXV in Lebanese

Arabic, as shown in the following two tableaux:

(77)  Light stressed syllables tolerated

[2akal-it/ MAaxV SWP
a = (?aka)lit *
b. (?&k)lit *1

(78)  Unfooted syllables tolerated

[katab-t/ MaxV PARSE-G
a. rka(tabt) *
b. (ktabt) *|

The failure of a to syncopate in these cases is not necessarily a devastating criticism of
the PARSE-6/SWP analysis of Lebanese Arabic—it could be the case that MAX-V isa
hierarchy of constraints sensitive to sonority, where more sonorous vowels receive
special protection from deletion (see 84.3.6.3). In 84.4.5 | provide some arguments

against such constraints.
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The output of high vowel syncope sometimes satisfies SWP and PARSE-G better
than the faithful alternatives might, but thisis just an accident. High vowel syncopein
Lebanese Arabic only looks metrical because some metrical constraints are ranked above
*Nucli,u.

Despite being dominated by MAXV, PARSE-G has an effect on the outcome of

syncope. In some words, more than one high vowel can be deleted without any risk of
violating NONFINALITY (FT): consider /saahib-it-uu/ — (saa)(Aib)tu *hisfriend,” not
*(sdah)bi.tu. This outcome is consistent with the ranking already established in section
84.4.2.2: thereis no foot economy in the language, but there is economy of unfooted
syllables. The winner (saa)(#ib)tu satisfies PARSE-G better than (saas)bi.tu, but it violates

ENDRULE-L, which disfavors multiple feet.

(79) Economy of unfooted syllables

/saahib-it-uu/ *Nuc/i,u | MAXV | PaRsE-G | ER-L

aw(sag)(hib)yu| ** * * *

b. (séah)bi.tu xx * x|

The third option isto delete the first and the last high vowels of the input, yielding
* (sdah)bit. This candidate beats its competitors on *Nuc/i,u, but it violates the

undominated constraint against deleting word-final segments, ANCHOR-EDGE (see the
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Tonkawa section of Chapter 3). This constraint also explains the lack of deletion in /nisi/

s nisi *forget,’ *nis. Final vowels do not delete in any of the Arabic didlects.

PARSE-6’ s lack of impact is consistent also with the behavior of long vowelsin
syncope. Recall that medial long vowels do not shorten or syncopate; hence ja(rii)de not
*(jar)de ‘paper.” Syncope in such words could yield a more exhaustive foot parse, but it
isnot allowed to apply because MAXLONGV dominates PARSE-G.

The pattern in (79) follows a generalization that is frequently made about

86
differential Arabic dialects: short high vowels in open syllables are avoided  (Broselow

19923, Farwaneh 1995). The winner in (79), (saa)(4ib)tu, has fewer open high vowel

syllables, but this does not mean that there is a constraint against such syllables. The
dispreference is an epiphenomenon of the interaction of the constraints on footing.

The fact that high vowels delete but low ones do not does not necessarily imply
that high vowels are more marked—it could also be the case that low vowels are
specially protected by high-ranking faithfulness constraints (these were discussed in the
context of Lillooet in 84.3.6.3). Thereis no real need for such constraints even for

Lebanese Arabic—the interaction of * Nuc/i,u with metrical constraints accounts for the

85
The alternative to this account is that syncope of high vowelsis blocked when the
result might violate *o,,. Thisisincorrect, however—outputs of syncope do sometimes

violate *6,,,,, asin /saahib-it-na/ — saah.bit.na ‘our friend,” not * (saa.fi)(bit)na.

% This generalization is a'so meant to account for some aspects of epenthesis. In some
diaects, /ICCC/ clusters are broken up by epenthesis between the first two consonants,
which creates a closed syllable: /kitab-t-la/ — ki.ta.bit.la, *ki.tab.ti.la (Iraqi). In others,
the epenthetic vowel is inserted between the second and the third: /katab-t-lu/—
ka.tab.ti.lu (Cairene, Mekkan—see Broselow 1992a).
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pattern quite adequately. There are additional reasons to believe that MAXV is not
differentiated for vowels at various sonority levels—see 84.4.5.

4.4.3.4 Summary of the analysis of syncope

Let us summarize the main points of this section. | argued that Lebanese Arabic
syncope results because the constraint against high vowel nuclel, *Nuc/i,u, dominates
MAXV: marked high vowel nuclel are deleted. While *Nuc/i,u itsdlf isindifferent to the
site of deletion, constraints on the placement and shape of feet are not: the output of high
vowel syncope must comply with the general prosodic requirements of the language. This
is a pseudo-metrical pattern: high vowels delete for essentially non-metrical reasons, but
theresult is as metrically well-formed as possible because * Nuc/i,u is dominated by
certain prosodic constraints.

The summary tableau in (80) shows how the prosodic constraints interact with
*Nuc/i,u and MAXV. Thefirst two comparisons show that there is no non-differential,
metrical syncope in Lebanese Arabic because MAaxV dominates SWP and PARSE-G. The
next two comparisons show how NONFINALITY (FT) guides and limits high vowel deletion
in (niz)lit. NONFINALITY (FT) is not decisive in the case of (nzilt) and (fhim)na since they
perform just as well or poorly on the constraint as their competitors; the decisionis

passed down to *Nuc/i,u. Finaly, the ranking PARSE-G >> ENDRULE-L favorsthe
deletion of the second high vowel in /saahib-it-uu/: the number of feet isnot limited to

one, so the winner has two feet and just one unfooted syllable rather than one foot and

two unfooted syllables.
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(80) Stressand syncope

NF(FT)[*Nuc/i,uMAXV[SWP:PaRsE-6|ER-L

/sahab-it/ a (saha)bit~(séh)bit W L
/katab-t/ b. ka(tabt)~(ktabt) wW L
Inizil-it/ c. (niz)lit~(nizi)lit wW L W

d. (niz)lit~(nzilt) W L L LL
Inizil-t/ e. (nzilt)~ni(zilt) W L W
[fihim-na/ f. (fhim)na~fi(him)na W L W
/saahib-it-uu/ |g. (saa)(hib)tu~(séah)bi.tu W L

The following is the complete ranking for Lebanese Arabic stress and syncope.

(81) Rankingsfor stressand syncope

\ /|

NFIN(FT) NFIN(G)
T

*Lapse WSP,, *Nucli,u
|
PARSE-c1 MAXV
/\

SWP PARSE-G

ENDRULE-R

ENDRULE-L

In both Lebanese Arabic and Lillooet, vowels of low sonority are avoided. Nevertheless,

this avoidance plays out very differently in the two languages. In Lillooet, *Nuc/s is

dominated by phonotactic constraints but does not interact in avisible way with

constraints on foot structure, whilein Lebanese Arabic, the pattern islargely controlled

by prosodic considerations.

4.4.4 Epenthetic vowel quality

Apart from demonstrating that it is possible for adifferential syncope pattern to

have metrical properties, Lebanese Arabic syncope raises the important issue of
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epenthetic vowel quality. Lebanese Arabic islike Lillooet in that its syncope vowel is
aso its epenthetic vowel. The theory of epenthetic vowel quality outlined earlier in this
chapter (84.3.2) suggests an explanation: while high vowels are marked as syllable
nuclel, they are unmarked as epenthetic vowels, because they are the least marked vowels
with respect to the epenthesis prominence constraints of the RECOVER hierarchy.

The contexts for epenthesis in Lebanese Arabic include coda clusters with flat or

87
rising sonority and triconsonantal clusters. If sonority fals, asin kalb ‘dog,’” theni is
optional.

(82) Epenthesisinto rising sonority clusters

a /nad/ nasil  ‘progeny’ *nadl cf. kalb~kalib  ‘dog’
b. /[?ast/ fasir  ‘paace *Pasr nasp~nasib  ‘fraud’
c. /[?idm/ ?idim ‘old (pl.)’ *?1dm wizg~wizik  ‘victory’

A full analysis of epenthesis raises issues too tangential to the main topic of economy
effects, so | will provide an account of epenthetic vowel quality only. For some
discussion of epenthetic vowel placement in Arabic dialects, see Abu-Mansour 1995,
Broselow 19923, b, Davis and Zawaydeh 1996, Farwaneh 1995 and the references cited
within those works.

In languages where epenthetic vowel quality is constant across contexts, the
quality of epenthetic vowelsis determined by the relative ranking of *Nuc/x and

RECOVER. RECOVER constraints favor epenthetic vowels of low sonority, and the * Nuc/x

o7 Unfortunately, Hassad does not give any examples of epenthesisinto medial
triconsonantal clusters, but he states that the epenthetic vowel is positioned “ after the first
consonant in a sequence of three consonants or a sequence of two consonants at the end
of theword.” (Haddad 1984) This makes Lebanese a“codadialect” in Broselow’s
(19924) classification: the epenthetic vowel heads a closed rather than an open syllable.
See also fn. 86.
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hierarchy favors vowels of high sonority regardless of source or stress. Since epenthetic

vowels are always high in Lebanese Arabic regardless of context, epenthetic vowels are

high because Rec/a, Rec/e,0 and *Nuc/s dominate Rec/i,u and * Nuc/i,u:

(83) Epenthetic vowels are high

Inasl/ *NUC/a Rec/a | Recleo | Rec/i,u *Nucfi,u | *Nuc/e,0
a. wnas ok

b. nasol o

c. nasel | *1 | *

d. nasal L :

*Nuc/s isundominated in Lebanese Arabic, so theideal epenthetic vowel schwa (which

violates no RECOVER constraints) is not available. The next best option is a high vowel—
the less marked, sonorous nuclei e, o, and a are ruled out by high-ranked Rec/a and
Rec/eo.

The REC constraints do not interact with any of the constraintsin (81) apart from
*Nucl/i,u, so this concludes the analysis of Lebanese Arabic.
445 Excursus: an argument against the differentiated MAXV hierarchy

The analyses of Lillooet and Lebanese Arabic do not require adifferentiated
hierarchy of MAXV constraints, but this does not by itself prove that there are no such
constraintsin CoN. In this subsection, | argue that these constraints are not only
unnecessary but potentially dangerous.

The theory of differential vowel behavior presented here assumes that there are
two kinds of constraints that refer to sonority. First, there are markedness constraints
governing the relation of sonority and positional prominence (cf. Crosswhite 19993, de

Lacy 2002a, Kenstowicz 1996b, Prince and Smolensky 1993). Second, there are
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faithfulness constraints that require prominent vowels to have input correspondents (cf.
Alderete 1999, Steriade 1995). Thus, constraints that refer to sonority are necessarily
surface-oriented—either because they are markedness constraints or because they are
quasi-positional faithfulness constraints of the Depfamily. There are no constraints that
offer special protection for highly sonorous input vowels—in other words, MAXV is not
differentiated. The reason for thisis that sonority and prominence are viewed here to be
properties of the output. Being prominent by itself does not merit special protection
(though being marked may—see de Lacy 2002a, Kiparsky 1994), but it does come with
certain “responsibilities’: if x is prominent, it must occur in a prominent position and not
be epenthetic. There are no other privileges associated with prominence, because it is not
equal to markedness.

Apart from such theoretical considerations, there is atypological reason for
excluding differentiated MAXV constraints from CoN. The argument builds on another
syncope pattern: anti-antigemination. Anti-antigemination (Odden 1988) is a pattern
whereby vowels delete only between identical or homorganic consonants, asin Mussau:

(84) Mussau anti-antigemination (Blust 2001)

a. /papasal ppasa ‘outrigger poles' cf. papésa (older generation)
b. /maganadl nagnéda ‘to weep’ cf. nangapgda (older generation)
c. /gagagal gagga ‘tidal wave’ cf.  gagéga (older generation)
d. biliki ‘skin’ *bilki, *bliki

e. karasa ‘whet, grind ablade’ *karsa, *krasa

The pattern is widely attested—Odden discusses anti-antigemination in Koya (Taylor
1969), Telugu (Krishnamurti 1957), Y apese (Jensen 1977), and Nukuoro (Carroll and
Soulik 1973); to this we can add Blust’s (1990) Trukese, Tuvaluan, and Iban of Sarawak,

and Blevins' (2003) Dobel. The curious thing about this pattern of deletion is that of the

241



many cases reported in the literature, not one is differential—i.e., no language deletes

88
only asubset of its vowels between identical consonants.

Rose 2000b argues for a specific prohibition against sequences of identical
consonants; a variety of an OCP constraint (see also Fukazawa 1999, McCarthy 1986,

Myers 1997, Suzuki 1998, Yip 1988, 1998).

89
(85) OCP: “No C;VC,, where C; = C,.” (adapted from Rose 2000b )
When this constraint dominates MAXV, the vowel deletes and the consonants
automatically merge into ageminate (Keer 1999):

(86) Anti-antigemination syncope

/papasal OCP MAXV
a. w=wppasa | v (pp=geminate) *
b. papasa *1(p..p)

Under this assumption, syncope is blocked between identical consonants not by the OCP
but by constraints against geminates, asin Tonkawa, Afar and Y upik (cf. McCarthy
1986). Rose' s analysis thus explains how it is possible for there to be two opposite
syncope patterns. one where syncope applies only between identical consonants, and one

where syncope applies except between identical consonants (Yip 1988, Zoll 1996).

88
Odden also cites Maliseet-Passamaquoddy (Sherwood 1983) as an example of anti-
antigemination. Maliseet-Passamaquoddy is said to delete only short a and o between

identical consonants, which seems like a potential counterexample to this generalization.
According to Sherwood, schwa deletes in other contexts, as well—not just medially, asin

the example Odden cites (/tep-api-w/ — teppo‘he sitsinside,” /mokwat-dpi-w/ —

kw' atopo ‘he sitsalone.”) Overall, though, Sherwood’ s description is strongly influenced
by hisrather abstract analysis, which make it difficult to assess the value of this evidence.
89

Rose assumes that two consonants are adjacent irrespective of intervening vowels, and
that any surface identical CC sequence is ageminate. The definition in (85) isaclose
approximation of her OCP.
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The patterns do not exactly mirror each other, though: while antigemination
syncope can be differential (Y upik schwa deletion is—see 84.3.7), anti-antigemination
syncope never is. This asymmetry can only exist if MAXV isasingle constraint rather
than the hiearchy MAX-A>>MAX-E,O>>MAX-1,U>>MAX-SCHWA. The reason is that no
ranking of *Nuc/x constraints, MAXV, and the OCP can produce a differential anti-
antigemination pattern.

*Nuc/x and the OCP do not really conflict—the OCP is violated when avowel of
any kind separates two identical consonants, while * Nuc/x constraints are violated by
vowels of aparticular kind in al contexts. Their demands do not conflict—they overlap.
Thus even if both the OCP and * Nuc/x dominated MAXV, theresult is not differential
syncope between identical consonants—it’s differential syncope everywhere plus non-
differential syncope between identical consonants:

(87) Factoria typology without differentiated MAXV constraints

OCP>>MaAxV>>*Nuc/x | syncope between identical consonants only

MAxV>>{ OCP,*Nuc/x} | No syncope

{OCP,*Nuc/x}>>MAaxV | differential syncopein al contexts, plus non-differential
syncope between identical consonants

Consider the last ranking in (87), which is expanded in the tableau below. Under this
ranking, syncope will apply to alow vowel between identical consonants, asin the first
input. It will also apply to a high vowel between identical consonants, asin /pipasa/.
Moreover, high vowels also syncopate between non-identical consonants. This pattern is

like a hybrid between Lebanese Arabic and Mussau:
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(88) Differential syncope plus anti-antigemination

OCP | *Nucf/i,u | MAXV
Ipapasal | a. ==ppasa | *
b.papasa | *! |
Ipitasal | c. =ptasa ! *
d. pitasa P
Ipipasal | e. w=ppasa *
f. pipasa ¥ *]

The only possible differentiation in this theory comes from the ranking of MAXLONGV : if
these constraints dominate the OCP, long vowels will not del ete between identical
consonants but short ones will (asin Afar—see Bliese 1981).

In the differentiated MAXV theory, the prediction does not pan out. If the OCP is
ranked somewhere within the hierarchy rather than above or below it, asin (89), the anti-

antigemination pattern can be differential.

(89) MAX-A>>MAX-E,O>>MAX-1,U>>MAX-SCHWA

OCP
For example, the tableau below shows aranking under which high vowels
syncopate only between identical consonants. This is an unattested pattern:

(90) Wrong prediction of differentiated MAXV theory: differential anti-antigemination

MaAXx-A | MAX-E,O | OCP | MaXx-1,U
/papasal | a. ="papasa *
b. ppasa *1
/pipasal | c. =ppasa *
d. pipasa *1

The differentiated MAXV theory predicts that del etion between identical

consonants can affect only vowels of a particular height, but this prediction does not
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follow if MAX constraints do not refer to vocalic height or sonority. For this reason, the

hierarchy in (89) should be excluded from Con. "

For cases like Lebanese, this means that differential has to be the effect of some
markedness constraint against low sonority vowels rather than of SWP or PARSE-G. Once
the constraints in (89) are excluded from Con, then MAX-A cannot protect a from
deletion in metrically determined contexts while allowing i to delete there. Neverthel ess,
differential syncope can appear metrical without being a differential clone of atrue
metrical pattern, e.g., Hopi or Tonkawa—the richness of constraint interaction allows for
this possibility.

446 Section summary
Lebanese Arabic high vowel syncope is ametrical/differential hybrid pattern: only
marked high vowel nuclel are deleted, yet the locus of deletion is determined by prosodic

constraints. The output must obey the same prosodic requirements that hold of words

with low vowels: stress cannot be final in Za.ka.lit, so high vowel syncope cannot apply

to more than one vowel in /nizil-it/ — nizlit, *nzilt. The prosodic character of this pattern
was noted by Haddad 1984, who casts his syncope rule in metrical terms. In his account,
vowels are deleted after foot structure is assigned, but they must be high, non-final and
not dominated by strong foot branches. The analysis presented here does not assume an

intermediate level at which foot structure is assigned but high vowels are not deleted; the

% Pulleyblank argues that these constraints are necessary to analyze r-deletion in Y oruba
(Akinlabi 1993, Pulleyblank 1998) because r sometimes del etes together with
neighboring high vowels but non-high vowels never delete. This pattern could be
anayzed in other ways, though—e.g., by using context-specific constraints against r next
to vowels of a specific height rather than agenera *r.
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entire output is evaluated at once for its foot structure and the quality of its syllable
nuclei. Thisallowsfor rather intricate interaction of diverse constraints, the outcome of
which is the optimal and often most economical output.

We have now seen two grammars where economy effects are aresponse to the
markedness of low sonority vowel nuclel. In these grammars, low sonority vowels have a
dual status: they are marked as nuclel but unmarked as epenthetic vowels. | next turnto a
case where * Nuc/i,u does more than require syncope of high vowels—it also determines
the quality of epenthetic vowels.

45 Avoidance of marked nuclel in Mekkan Arabic

No constraints have only economy effects. For example, SWP, which under some
circumstances can favor syncope, can also be satisfied by syllable augmentation.
Likewise, PARSE-G can be satisfied either by removing unfootable vowels or by footing
them, i.e., by adding structure. The sonority constraints on syllable nuclei are no
different. In Lillooet and Lebanese Arabic, deletion of low sonority nuclei isthe only
option for satisfying *Nuc/x constraints, but in Mekkan Arabic, they have an additional
effect: they determine the choice of epenthetic vowel. The pattern is all the more
interesting because high vowel syncope and low vowel epenthesis coexist in this dialect
of Arabic, so *Nuc/x constraints do double duty.

45.1 Thepatterns

The following generalizations about Mekkan Arabic phonology are based on the
work of Abu-Mansour 1987. Mekkan Arabic has the same vowel inventory as Lebanese,
but it differs somewhat in syllable structure. Its syllables can be light (CV), heavy (CVC,

CVV), or superheavy (CVVC). Tautosyllabic two-consonant clusters are permitted word-
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initially and word-finally but not medialy; in other words, there are generaly no CCC
sequences (except in fast speech; see fn. 93).

45.1.1 Highvowel deletion

High vowels only rarely occur in open syllables in Mekkan. Underlying high
vowels syncopate wherever it is possible to do so without creating a tautosyllabic CC
cluster, as shownin (91). A verb with two low vowels (e.g., katab ‘write’) never loses its
vowels throughout its paradigm. A verb with two high vowels (e.g., kibir ‘grow up’)
loses its second vowel in the two-sided open syllable environment (VC_ CV).

(91) Highvowel deletion (Abu-Mansour 1987:129-130)

a. /kibir/ ki.bir ‘he grew up’ cf. katab ‘he wrote’

b. /kibir-t/  ki.birt ‘I, you (m.) grew up’ ka.tabt ‘I, you (m.) wrote
c. /kibir-at/ kib.rat ‘she grew up’ ka.ta.bat ‘she wrote’

d. /kibir-na/ ki.bir.na‘we wrote ka.tab.na ‘we wrote

e. /kibir-uu/ kib.ru ‘they grew up’ kata.bu ‘they wrote’

Syncope is blocked by high-ranking syllable structure constraints (Abu-Mansour
1995). For example, there is no syncope after geminates or after CC sequences, as shown
in (92) and (93).

(92) No syncope after geminates (Abu-Mansour 1987:136-137)

a ti.darris ‘she teaches’ *ti.darrs
b. ti.dar.ri.s ‘you (f) teach’ *ti.darr.si
c. mu.dar.ris ‘amale teacher’ *mu.darr.s
d. mu.dar.ri.sa ‘afemal e teacher’ *mu.darr.sa

(93) Nosyncopein CC__C (Abu-Mansour 1987:136)

a. ?ak.tu.bu ‘I writeit (m.)’ *Pakt.bu
b. yik.si.ru ‘they break’ *yiks.ru
c. rak.ri.mi ‘you (f.) honor!’ *Pakr.mi

Likewise, although word-initial two-consonant clusters are tolerated, high vowels are not

deleted ininitial syllables—syncope there is blocked by * CompLEX. Recall that Lebanese
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Arabic does have syncope in this environment, e.g. /fihim-na/ — fhim.na. Thisoptionis
not available in Mekkan because syllable structure constraints take precedence over
*Nuc/x (in fact, aswe will see shortly, underlying initial clusters must undergo
epenthesis).

(94) Nodeetionintheword-initial syllable

a. mu.dar.ris ‘amaleteacher’ *mdar.ris
b. ti.raasl  ‘you (m.) correspond’ *traasl

Another constraint on high vowel syncope isthat it does not apply between

identical consonantsin the verbal morphology—it is blocked by a constraint against

91
geminates (Rose 2000b; see also 84.4.5). Thisisshown in (95); compare (a) with (b-c),
where syncope fails to apply.

(95) No high vowel syncope between identical consonants (Abu-Mansour 1987:151)

a [Pakaatib-u/ ?akaat.bu ‘I writetohim’  cf. ?akaatib.ha‘l writeto her’
b. lyi-faarir-u/ yi.faari.ru ‘he fights with him always'  *yi.{aar.ru
c. [Mahasziz-u/ ?ahaazizu  ‘larguewithhim’  *?ahaasz.3u

To summarize, high vowels delete in Mekkan Arabic in two-sided open syllables,
which happen to be the only environment where syllable structure constraints permit
deletion.

45.1.2 Low vowe epenthesis

Vowels are inserted for reasons of syllable structure: to avoid medial superheavy
syllables and tautosyllabic consonant clusters. When a consonant-initial suffix is added

after ageminate (96), a sequence of two consonants (97), or aVVC sequence (98), ais

91
Syncope does apply in non-verbal forms, /daabib-at/ — daabba ‘animal’ (see Abu-
Mansour 1987, Bakalla 1979, McCarthy 1986 and Rose 2000a for related discussion).
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92
inserted before the suffix. Thisvowd is absent otherwise, thus /?a-kaatib-ha/ surfaces

as 7a.kaa.tib.ha ‘| writeto her,’ not as* 7a.kaa.ti.ba.ha.
(96) Epenthesis after geminates (Abu-Mansour 1987:165)

a [umm-na/ fum.ma.na ‘our mother’
b. /Sadd-hum/ fad.da.hum ‘he counted them’

(97) Epenthesisinto medial consonant clusters (Abu-Mansour 1987:163-171)

a. /fumr-hal fum.raha ‘her age’ *Qumr.ha: no clusters
b. /kalb-kum/ kal.bakum ‘your (pl.) dog’

c. /katab-t-hal katab.taha ‘I wroteit (f.)’

d. /katab-t-I-kum/  ka.tab.tal.kum ‘I wrote to you (pl.)’

e. [taftaree-t-I-hum/ ?af.taree.tal.hum ‘I bought for them’

f. [?addeet-l-ha/ ?ad.deetal .ha ‘I counted for her’

(98) Epenthesis after long vowels (Abu-Mansour 1987:163-164)

a. /muftaah-kum/  muf.taahakum ‘your (p.) key’ *muf.taah.kum: * Gy
b. /saab-hum/ saa.ba.hum ‘he left them’
c. /naay-hal naa.ya.ha ‘her flute

Epenthesis a so applies to words that have two consonants initialy. Mekkan is unusual
among onset dialects in having prothesisin such situations rather than epenthesis; this
will be analyzed as a contiguity effect.

(99) Word-initia epenthesis (Abu-Mansour 1991, Abu-Mansour 1987)

a [t-rafaz/ Pat.rafaz ‘to be kicked’
b. /ktub/ fak.tub ‘Writel/l write cf. ni-ktub ‘we write'
c. /n-katab/ ?an.katab ‘was written’

92
| am ignoring the pattern of “prepausal” epenthesis, where the epenthetic vowel is not

[a] but usually a copy of the preceding vowel: /kusr/— kusur ‘break,’ /kizb/—kizib
‘lying,” /fiSr/— fifir ‘poetry,’” /fahr/ — fahar ‘mouth.” This pattern is not entirely regular;
the quality of the epenthetic vowel sometimes depends on the preceding consonant, asin
[2amr/ — ramur ‘command’ (Jastrow 1980:107-108) and sometimes is unpredictable.
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To sum up, high vowels syncopate but low vowels are epenthesized. High vowels are
marked as syllable nuclei in al contexts, whether they are epenthetic or not.
452 Analyss

High vowels make poor syllabic nuclei because they are low in sonority, so
syncope is used to get rid of them wherever possible. These nuclei are avoided in
epenthetic contexts for the same reason. * Nuc/i,u has two effects in the grammar of
Mekkan Arabic. Thefirst is an economy effect: it causes syncope by dominating MAXV.
The second is not an economy effect: it determines the quality of epenthetic vowels by
dominating the RECOVER constraints. | start with the analysis of syncope.
4521 Syncope

Syncope is the result of * Nuc/i,u dominating MAXV. High vowels are deleted in
/kibir-at/ —kibrat ‘she grew up,” but low ones are not /katab-at/ — katabat ‘she wrote.’
IDENT[high] must also dominate MAXV, because lowering of i to aisimpossible
(candidate (c) showsthis):

(2100) No low-sonority nuclei

Inagjifi-al *Nucfi,u : IDENT][hi] MAxV
a. = nag.ha :

*|

b. naaji.ha

* |

c. naajaha

Low vowels do not delete under any circumstances, so MAXV must dominate all
other constraints that favor syncope: PARSE-G, SWP, * MARg/X, etc. Thusthereisno
syncope of a in the weak branch of afoot in ka.ta.bu, which means that MAXV dominates
*MARg/a. By transitivity, MAXV aso dominates all the other *MARg/X constraints,

which are universally ranked below it.
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(101) No deletion of ain the weak branch of afoot

/katab-u/ MAxV *MARg/a SWP
a w=(kata)bu * *
b. (K&)bu %] |

Lebanese Arabic syncopeis primarily blocked by metrical constraints, but in
Mekkan Arabic syllable structure constraints take precedence over * Nuc/i,u. As shown
in (102),* CompLEX prevents the deletion of the first vowel in ki.birt. Thisisin contrast to

Lebanese, where * CoMPLEX is ranked below *Nuc/i,u—initial clusters are created by

93
syncopein such words. This same ranking explains the lack of syncope after two-

consonant sequences in 7ak.tu.bu (* 7akt.bu) and in the first syllable in /mudarris/ —

.94
*mdarris.

(102) Syncope cannot cregate a cluster

/kibir-t/ * COMPLEX *Nuc/i,u
a. =ki.birt *
b. kbirt *|

Just as in Lebanese, high vowel deletion does not apply word-finally in Mekkan

Arabicin words like nisi and katabu, which is due to the high-ranking positional

93

This explanation isincomplete, because the ranking * Nuc/i,u>>* COMPLEX predicts
that syncope will create medial clustersin Lebanese Arabic, whichisnot the case. It is
possible that in Lebanese Arabic, initial two-consonant sequences are actually not
monosyllabic—the first consonant could be a minor syllable or an appendix to Prwd.
94

In fast speech, the opposite ranking applies. Vowel deletion applies optionally in
yistaagiru ~ yistasgru ‘they despise,” tigarbi fu ~ tigarbfu *you (pl.) make noises,’
tinfulu ~ tin/fu *you (pl.) steal’ (Abu-Mansour 1987:142). The resulting consonant
clusters must obey sonority sequencing; the first consonant in the coda cluster must be

more sonorant than the second (cf. ti ftifi, *ti ft.fi ‘you (f.) know,’ tis.li.mi not *tisl.mi
‘you (f) become amuslim.’
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faithfulness constraint ANCHOR-EDGE. Abu-Mansour (1995) uses FTBIN to block
deletion in nisi, observing that words are always binary, but there is no apocope in longer
words either.

To summarize, high vowels never lower in Mekkan Arabic but they syncopate
whenever possible to do so without violating high-ranking syllable structure and
faithfulness constraints. The following rankings are crucial to this interaction:

(103) *ComPLEX IDENT[HI] ANCHOR-EDGE

—_
*Nuc/i,u

|
MAXxV

e

*MARg/a  PARSE-G SWP
This analysis does not address the locus of deletion in longer words. Abu-Mansour does
not discuss longer words, but it islikely that syncope in longer wordsis controlled to a
large extent by prosodic constraints, just asin Lebanese or Cairene Arabic (Kenstowicz
1980, though cf. Davis and Zawaydeh 1996, Mester and Padgett 1994).

Deletion is an economy effect of *Nuc/i,u: because it dominates MAXV, deletion
is preferred to the faithful and less economical parsing of marked high vowel nuclei. The
next section addresses another effect of *Nuc/i,u that is not related to economy: its
influence on the selection of the epenthetic vowel.

4522 A-epenthesis

Mekkan Arabic epenthesizes vowels into consonant clusters and after superheavy
syllables, i.e., epenthesisis away to satisfy * CoMmPLEX and * 6. While most dialects of
Arabic are like Lebanese in that they choose i as their epenthetic vowel (Farwaneh 1995),
Mekkan and Sudanese have epenthetic a. The quality of the epenthetic vowel in these

252



dialectsis determined by the same constraints that favor high vowel syncope. From the
standpoint of markedness (not faithfulness), a is the best epenthetic vowel, since it alone
violates no *Nuc/x constraints. The tableau below shows the markedness violations of
various epenthetic vowels with respect to * Nuc/x and *MID, which bans mid vowels
from the core vowel inventory of Mekkan Arabic.

(104) Low vowel epenthesisfavored by the *Nuc hierarchy

Ikatab-t-hal | *Nuc/s | *MID | *Nucfi,u *Nuc/e,0

a w=katabtaha

b. katabteha P> *

c. katabtiha *1

d. katabtoha *

The difference between Mekkan Arabic and i-dialects, then, isthe relative ranking of
*Nuc/x and RECOVER. In i-dialects, REc/a dominates * Nuc/i,u, while in Mekkan the
opposite ranking holds.

This effect of *Nuc/i,u isnot structural economy—the winner in (104) does not

contain any fewer syllables or vowels than its competitors. Indeed, under a certain

definition of economy, aisless economical than i, o, or e, sinceit is phonetically longer

and therefore requires more articulatory effort. In his discussion of vowel reduction,
Lindblom claimsthat “...speech production appears to operate as if physiological
processes were governed by a power constraint limiting energy expenditure per unit of
time” (Lindblom 1983:231). This“power constraint,” however it isformally expressed,
cannot apply in Mekkan, sinceits least “effortful” short high vowels are clearly avoided
in favor of the longer-winded low vowels. The reason for this is markedness—high

vowels are doubly marked in that they are del eted and not epenthesized.
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Why not ssimply delete all the marked high vowel nuclel and replace them with
the unmarked low ones? The answer is faithfulness. Epenthetic vowels can only appear
between morphemesin Mekkan Arabic (/naay-hal — naa.ya.ha ‘her flute’), which
drastically limits the possibilities for such vowel swapping.

Morpheme-internal epenthesisis blocked by a morphologically sensitive version

of the correspondence constraint O-CONTIG (see (105)). This epenthesis pattern is similar

to that of Chukchee, where CC+C — CCoC but C+CC — CoCC (Kenstowicz 1994).

(105) O-ConTiGyw (No Intrusion into morphemes): “If S, stands in correspondence with
S;, where S; isamorpheme, S, forms a contiguous string” (adapted from
Kenstowicz 1994, McCarthy and Prince 1995).

Deleting high vowels and replacing them with low ones violates O-CONTIGu
whenever epenthesis has to intrude into a morpheme. In /kibir/, high vowel deletion is
blocked by * ComPLEX and lowering is ruled out by IDENT. Deleting and epenthesizing to
kabar instead of lowering to kabar is not prohibited by either * COMPLEX or IDENT;
instead, O-CONTIGy must rule out this type of unfaithfulness. Violating * Nuc/i,u ends up

being the least of four evils:

(106) Deleted high vowels are not replaced by inserted low ones

Ikibir/ IDENT[hi] | O-CONTIGw | *CoMPLEX | *Nuc/i,u | DEPV | MAXV
a s=kibir | | * |

b. kabar ! *1 ! e
c. kbir ; ; *| * poox

d. kabar Xpxo : :

One environment in particular shows the effect of O-CoNTIGy. Although surface
media superheavy syllables can be created by high vowel syncope, underlying /VVC+C/

sequences undergo epenthesis:
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(107) Superheavy syllables, epenthesis and syncope

a. /nagih-al — nag.ha *naa.ji.ha
b. /naay-hal — naa.ya.ha *naay.ha

Contiguity allows epenthesis only in the second case. O-CONTIG assigns a

violation mark to the mapping /nagjih-al — *naa.ja./-a but not to /naay-ha/ — naay-a-

ha. In * naa.ja./-a, the output segments of the root morpheme do not form a contiguous

string because the epenthetic a intervenes. It does not matter that these segments are not
adjacent in the input because O-CoNTIG only evaluates the contiguity of output strings of
correspondents. (Syncope violates I-CONTIG, but it is ranked low in Mekkan.)
Conversdly, in naay-a-ha, al of the tautomorphemic correspondents form contiguous
strings, because the epenthetic vowel is between them.

The non-concatenative morphology of Mekkan Arabic never givesrise to
monomorphemeic CVV CC strings (Abu-Mansour 1987:155), so syncope is the only
source of surface medial superheavy syllables. This meansthat * 6y, must be dominated
by O-ConTIG and by *Nuc/i,u: output superheavy syllables are tolerated (see (a)) when
the alternative is epenthesis into a morpheme (see (b)) or amarked high vowel nucleus
(see (c)). On the other hand epenthesis between morphemes is acceptabl e (see (d-€)).

(108) Contiguity prevents morpheme-internal epenthesisin -CVV C- strings

O-ConTIGy | *Nucli,u | *6,,, | DEPV | MAXV
Imaayjsishs-a6/ | a = niadgjs.hs-ae * I
b. nmaap.j3ishs-a6 *1 |
C. maay.jzahs-as * * 1 %
Imaapys-hgas/ | d. = maapysa-hads *
€. N1adpy3-hsas *|
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Thereis evidence that the non-morpheme-specific version of O-CoNTIG is active
in Mekkan, aswell: recall that in words with initial consonant clusters, the epenthetic

vowel is positioned to the left of the cluster even when the cluster is heteromorphemic: /t-

rafaz/ — rat.ra.faz‘to bekicked’' not *ta.ra.faz. Prothesis here is accompanied by 7~

epenthesis, since onsetless syllables are categorically prohibited in the language. Only

rat.ra.faz satisfies O-CoNTIG and ONSET, which suggests that O-CoNTIG dominates Dep-

C: inserting the consonant would not be necessary if epenthesis could break up the output
consonant sequence.

Other factors contribute to the positioning of the epenthetic vowel aswell. Asis
well-known, epenthesis in the so-called onset didectsis generaly between the second
and the third consonant in a cluster, regardless of morphological structure: alongside
kal .ba.kum, we get /katab-t-hal — ka.tab.ta.ha ‘| wroteit (f.).” The simplest anaysis of
thisis metrical: epenthesis between the first and the second consonant here creates an
open light syllable in unstressed position (asin ({Um)ra.ha,), which is better than the
alternative where the epenthetic vowel isin an unstressed heavy syllable (asin

(fu.mar)ha) or isitself the head of the prosodic word, violating Alderete’'s HEAD-DEP

constraint (see 84.3.2): *(fu.mar)ha. But this sort of analysis cannot be readily extended

to coda dialects, where epenthetic vowels head unstressed closed syllables (Broselow

1992a). A full analysis of epenthetic vowel positioning would take me too far off the

topic of economy—the reader is referred to the works cited in this section.
*Nuc/i,uisimplicated in two separate processes in Mekkan Arabic. Thefirst of

these, syncope, resultsin structural economy. The second, however, does not: epenthetic
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vowel quality and economy are not directly related. If anything, low vowel epenthesis
resultsin increasing articulatory effort, since low vowels arguably take more energy to
produce. The result could be argued to be anti-economy—nhigh, shorter vowels are
deleted but low, longer vowels are inserted. This pattern is consistent with a markedness
analysis but not with this sort of economy reasoning.

453 Summary of theanalysis of Mekkan Arabic

Mekkan Arabic shows that *Nuc/i,u is not just an economy constraint, even
though it can have economy effects. Because of its high ranking in Mekkan Arabic, high
vowels are doubly marked: they are removed by syncope and they are avoided in
epenthesis. Nevertheless, various faithfulness and markedness constraints prevent
wholesale deletion of high vowels and their replacement with low ones.

The grammar is shown in action in the comparative tableau (109). The first two
candidates show why deletion isimpossible in CVCV C words—such candidates violate
either *CoMPLEX or O-CONTIGy. (IDENT and al the candidates that violate it have been
left out from the tableau for reasons of space—only the syncope/epenthesis candidate is
considered.) Next, the grammar’ s output for the input /naay-ha/, naa.ya.ha, is selected
because it satisfies * 6, at the expense of violating DEPV: underlying morpheme-final
CVV C- sequences must surface with epenthesis. The candidates for the input /tiraasil-u/
show that -CVV C- syllables derived by syncope are acceptable because the alternative,
epenthesis, violates the undominated O-CoNTIGy. Finally, the last group of candidates
shows why the epenthetic vowel islow: the constraints that favor aless prominent
epenthetic vowsel (i.e., * MARg/a (not shown) and Rec/a) are ranked below the *Nuc/x

constraints, which uniformly disfavor everything but a.
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(109) Mekkan epenthesis and syncope

/kibir/ OCONTIGy | *CMPLX | *Nuc/i,u [*c,,,|DEPV :MAXV | REC/a
a. ki.bir~kbir bW L W

b. kibir~kabar W L W W | W
Inaay-hal

c. naa.ya.ha—naay.ha W | L | L
Hiraes|-ul | |

d. ti.raas.lu~ti.raasi.lu w L L L

e. ti.raas.lu~ti.raa.sa.lu W ! L W L
/Sumr-ha/ j j

f. Sum.raha~¢umr.ha W W L L
g. Sum.raha~Sum.ri.ha W L

(110) Ranking for Mekkan Arabic

IDENT[hi] O-CoNTIGy *Nuc/o *CMPLEX ANCHOR-EDGE
\I//Qij

*Nucli,u

e

MAXV *Nuc/e,0 * O

SWP PARSE-c  *MARr/a Rec/a DepV

Avoidance of high vowel nuclei is so pervasive in Mekkan Arabic that syncopeis
used to remove them and epenthesis never creates them. Syncope, an economy effect, is
just one aspect of this tendency—not an end goal in itself.
45.4 Alternative analysis: no short [i] in open syllables

High vowel syncope has received alot of attention in the phonological
literature—there are many rule-based and OT analyses of the Mekkan pattern aswell as
of other Arabic dialects. | do not know of any analyses that have focused specifically on
the quality of the syncopating and epenthetic vowel, so thisisthe chief contribution of
thisanalysis to that body of work. In this section, | will consider the differences between
the predictions of the *Nuc/x analysis and of other analyses.
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The traditional practice in the literature is to assume that deletion obeys the fairly
specific prohibition on short high vowelsin open syllables, *i5] (Kager 1999, Kenstowicz
1996a and others). Most analysts simply adopt the constraint for convenience, but
Farwaneh 1995 offers some justification for it—she argues that high vowels in open
syllables are not prominent enough and that closing off the syllable by syncope to [CiC]
makes it as prominent as a[Cas]. She notes that a-epenthesisis only found in onset
dialects, and argues that even those dialects have i-epenthesisin closed syllablesin
prepausal epenthesis (e.g., /kizb/—kizib ‘lying,” seefn. 92). Abu-Mansour 1987 and
Jastrow 1980 make it clear that thisis not the case, however—the epenthetic vowel in
prepausal epenthesis sometimesisa. More importantly, in the productive epenthesis
pattern of the kind discussed in this section, a isinserted throughout, whether the
resulting syllable is open or closed (e.g., /katab-t-1-kum/ — katabtalkum ‘1 wrote to you
(pl.).” If *i5] were active in the process, we would expect high vowelsto be inserted in
closed syllables. Only afairly general constraint like * Nuc/x can explain this, since it
favors low vowelsin open or closed syllables.

| arguethat i isavoided in Mekkan not just in open syllables but throughout—its
marked status derives from its being alow-sonority nucleus, not from itsbeingin a
closed or open syllable. The seeming markedness of i in open syllablesisjust an artifact
of the overall grammar.

The usefulness of *15] is put further into question when we look to other dialects
of Arabic. The *Nuc/i,uanaysis of high vowel syncope matches the success of the *i]
anaysisin all the relevant ways without the undesirable predictions that come with

introducing *i5] into CON. This constraint is somewhat odd in its formulation; for one
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thing, it predicts the lowering of /i/ in open syllables but not in closed ones under the
ranking *is]>>IDENT[hi]. In fact the opposite happens in Bedouin Arabic: low vowels
raise in open syllables but not in closed ones. In Bedouin Arabic, /katabat/ maps to ktibat.
If high vowels are marked in open syllables, why not go to katbat or kitbat? The pattern
cannot be explained in terms of *Nuc constraints, either, but at least * Nuc constraints do
not prefer the losers katbat and kitbat to the winner ktibat, unlike *i;]. (The reader is
referred to McCarthy 2003 for further discussion of this complex pattern).

The *Nuc/x hierarchy gives the quality of the epenthetic vowel for free, without
additional mechanisms. Abu-Mansour 1995 does not discuss thisissue, but it is clear that
the constraint *1;] cannot explain why the epenthetic vowel is a generally, not just in
open syllables (recall katabtalkum). In short, the * Nuc/x hierarchy offers a more general
account without the need to resort to constraints like *1].

The constraint *1;] aso predicts consonant gemination after high vowels but not
elsewhere. Patterns where consonants geminate after vowels of a particular height are

attested: one famous example comes from Central Alaskan Y upik, where consonants

geminate following a stressed [9] (see 84.3.7). But the Y upik pattern isreally the result of

95
avoidance of long schwa, not of schwain an open syllable (Gordon 2001). In other

% Brainard 1994 describes a similar pattern in Karao: [i] must be followed by a geminate
consonant (unlessit isthe last syllable, where a non-geminate codais required): /man-
saxet/ — mansaxet, /min-saxet/ — minaxet, /?i-saxet-an/ — 7issaxetan, cf. saxet ‘to get
sick.” Thisisthe only environment where geminates occur in the language. Thisisa
curious pattern, but it does not provide evidence for *15]. Thereis clearly something odd
about this environment for gemination but there is no reason to think that it is driven by
the requirement on [i] to bein a closed syllable—a non-geminated coda would satisfy

this requirement just as well, /min-saxet/ — *minsaxet. | leave this for future research.
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words, thisis not agenera post-schwa gemination pattern. The constraint *1;] can favor a
post-i gemination pattern and indeed predicts it; * Nuc/x constraints do not.

An even stranger prediction of *ig] is non-differential syncope of any vowel after
ani in an open syllable: e.g., /pataka/— pa.ta.ka but /pitaka/— pit.ka. While the quality
of neighboring vowels can sometimes affect whether syncope applies or not (Sorvacheva
1977 argues that it does in the Lower Vychegda dialect of Komi-Zyrian), what mattersin
such patternsis the sonority of foot heads and margins, not whether the syncopating
vowel is preceded by a high vowel in an open syllable. The problem hereis that the
markedness constraint *i;] does not give any instructions on how to remove the marked
structure—both gemination of the following consonant and syncope of the following
vowel are options available to GEN. The constraint *15] is not equivalent to therule /i/ —
@ IC_CV, and it should be kept in mind that in OT there is awealth of alternatives for
any marked structure.

Generality isavirtue for a constraint—constraints should not be too context-
specific in OT because constraint interaction produces much of the needed complexity.
The various factors involved in high vowel syncope conspire to create the illusion that a
high vowel in an open syllable is somehow more marked than a high vowel in aclosed
syllable or alow vowel in any syllable, but this markedness relationship does not
necessarily imply that this preference is encoded in a harmonic scalein Con: {Ca, CaC,
CiC} ~Ci. Mekkan Arabic shows that constraint interaction can derive this harmonic

relationship without overly context-specific constraints.
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4.6 Avoidance of marked foot headsin L ushootseed

This case study continues the theme of the previous section: no constraint has just
economy effects; the same output goal can be met through a variety of means, evenina
single grammar. Mekkan Arabic showed that apart from having economy effects,
*Nucl/i,u also affects the quality of the epenthetic vowel. Lushootseed shows asimilar
complexity in its pattern of low vowel syncope. In one sense, Lushootseed is the opposite
of Mekkan Arabic: in Lushootseed, low vowels syncopate but high ones do not, and the
epenthetic vowel in Lushootseed is high, not low. Y et in another sense, Lushootseed is
just like Mekkan Arabic: in both languages, vowels in marked contexts are avoided
through avariety of means; economy effects are part of alarger system.

Lushootseed also raises an issue for theories of differential vowel behavior. Low
vowel syncope in the absence of high vowel syncope putsin question fixed rankings of
MAX constraints of the sort proposed by Hartkemeyer 2000 and Tranel 1999 (see
84.3.6.3). At the very least, the fixed MAX hierarchy theory isinsufficient: without
further adjustments of some sort, differential syncope of low vowels simply is not
possible in this approach. Adding context-free markedness constraints (Lombardi 2003,
see 84.3.6.4) expands the power of the * STRUC/MAX hierarchy theory, but it expandsit a
bit too far: *Low, for example, favors the deletion ain all contexts, which is not what we
find in Lushootseed. To correctly analyze its pattern, * Pk /X and * MARg/x need to be
introduced, while context-free markedness constraints are demoted to the point where
they pay no rolein the analysis. This variety of economy constraints thus proves to be as

unnecessary as * STRUC(c) was in analyzing metrical syncope (chapter 3).
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4.6.1 Thepatterns
The discussion of Lushootseed (Central Salish, Puget Sound, Washington State)
presented in this section closely follows the description and analysis of Urbanczyk 1996,

supplemented by data from Bates et al. 1994 and Hess 1998. L ushootseed has afour-

vowel system [i, u, a, o] with alength distinction. The syllable structure of Lushootseed is

somewhat controversial (see Urbanczyk 1996, ch. 3), but not in ways that are crucialy
relevant to syncope or stress. The stress system is sonority-sensitive. The generalizations
can be stated as follows:

(111) Lushootseed stress and syncope generalizations:

a. Default leftmost stress moves onto the next full vowel to avoid stressed o.
b. When a cannot be stressed, it syncopates.
c. If theresulting cluster has rising sonority, a reduces to o instead of deleting.

The patterns are exemplified in (112)-(116) (the data are from Urbanczyk 1996 unless
otherwise indicated). As shown in (112), default stressis leftmost when all vowelsin the
word are of equal sonority or when the first is more sonorous than the second.

(112) Stress pattern: default left

a jésd ‘foot’
b. ?itut ‘deep’
c. «i? ‘two’
d. sax"il ‘grass, hay’

When the first vowel is schwa, stress moves onto the leftmost non-schwa vowel (113).

(113) Avoid stressed o

a toyil ‘to go upstream’

b. ¢og'ss ‘wife

c. k'odayu ‘rat’

d. ¢alag ‘ask permission’ (Bates et al. 1994: 63)
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In about 50% of the cases, stress also movesto avoid unstressed a, as shown in (114).
This suggests that high and low vowels are not fully conflated in the sonority-sensitive
stress system of Lushootseed (see de Lacy 2001, 2002a and Prince 1997a, b on
conflation).

(114) Avoid unstressed a

a. hit&? ‘have more than enough’ *bitar
b. yuwé& ‘thevery’ *yluwat
c. g"uwéadbog ‘an owl of unidentified species’ *q"tiwadboc (Bates et al. 1994:194)

Relatively rare are words that have more than one a, especially in arow. CV-
reduplication is one morphological context where such words are expected, but here the

second of two low vowels syncopates, as shown in (115). High vowels generally do not

9
syncopate in this position.  In (116) syncope isimpossible because the resulting

sequence of avoiceless obstruent followed by a voiced obstruent isillegal. Instead of

syncopating, a reduces to o there:

(115) Delete a from unstressed positions, keep i

a. /RED-caq/ cécq’ ‘to spear big game on salt water’

b. /RED-wadi¢ wawlis ‘littlefrog  *wawdlis

c. /RED-lag-il/ 1&?1qil ‘bealittle late’ *la?laqil

d. /sRED-tigiw/ stitigiw ‘pony, foal’ *titqiw (Bates et al. 1994:226)

e. /RED-higob/ hihi?ab ‘too, excessively’ (Bates et al. 1994:110)

f. /RED-wiligVid/ wiwiliqg"id ‘quiz someone (Hess 1998:5/Bates et al. 1994:248)

% There are some exceptions to this, most of which involve high vowels syncopating in
unstressed positions. E.g., kupi ‘ coffee’ — kukpi, *kukupi, and piSpis ‘cat’ — pipspis,
*pipiSpiS. Urbanczyk tests the generalization with chi-square tests on dictionary word
counts, which show that the higher propensity of a to syncopate is non-accidental.
Possibly relevant is the fact that kupi isaloan from English, while piSpiSis from Chinook
Jargon (Adam Werle, p.c.).
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(116) When syncope is blocked by cluster condition, reduce a to o

a /sRED-ag"id/ stéateg”id *sfatg"id ‘little mat’

b. /RED-taboc/ tértoboc *taltboc ‘slowly, softly’

c. /RED-Calog/ ¢atolos *Catlos ‘little hand’

d. /RED-sali?/ sarsoli? *sardli? ‘two little items' (Hess 1998:7)

Thereis afurther twist in the reduplication pattern. When the base contains alow vowel

or a short non-schwa vowel, it appears in the reduplicant without alternations, asin (115)

and (116). When the base contains a o, a consonant cluster, or along vowel (not shown),

the reduplicant “overwrites’ the base vowel with i:

(117) Ci reduplication with schwa (Alderete et a. 1999:340)

97
a tolaw-il ti-tolaw’-il  ‘run’/ ‘jog’
b. g"odil g"i-g"adil ‘sit down'/ ‘sit down briefly’

To summarize, the distribution of vowelsin Lushootseed isto alarge extent

determined by the sonority-sensitive stress system: low and high vowels are preferred in

stressed positions, while o is preferred in unstressed positions. Syncope, reduction, and

overwriting are the strategies used to ensure these output goals.

97
According to the transcription in the Lushootseed Dictionary, the third vowel in ti-

tolaw’ -il does not syncopate or reduce to schwa, contrary to Urbanczyk’s generalizations.
It may be that thisis an exceptional form, but it iseven more likely that thereisa
secondary stress on the a. Secondary stresses (or primary stresses, for that matter) are not

consistently transcribed in the dictionary, but formslike 7a- Zogwal ab ‘yawn-LG’ (cf.
ragwal ab ‘yawn’) indicate that non-initial a does sometimes bear secondary stress.
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4.6.2 Analysis
46.21 Stress

| follow Urbanczyk 1996 in assuming that Lushootseed feet are trochaic—the
language has initial default stress. Departures from the default pattern (ignoring lexically
stressed suffixes, etc.) arise as aresult of the conflict between PARSE-G1 “the first
syllable is footed” % and the * PK /X constraints. When all vowelsin the word are of the
same sonority, asin (jasod), stressisinitiad—* Pkg/o is violated whether stressis moved
or not, so PARSE-c1 breaks the tie. PARSE-61 is violated when the first syllable contains a

schwa but the second contains a more sonorous vowel, asin K’ o(dayu). Finally, in about

half of the cases, a pulls the stress away from high vowels, asin bi(#a?).

(118) Stresslow vowel, else leftmost

*Perda | “PKedi,U | PARSE-G1

*

a. = (jdsod)

b. ja(sSd) * *!

c. =k’ o(déyu)

d. (k' sda)yu *|

e. wbi(14?) *

f. (bita?) *|

Stress retraction is the first effect of sonority-sensitive stress constraints in Lushootseed:
foot placement deviates from the normal pattern so that high sonority matches the
stressed position. There are other ways to achieve the same goal, e.g., reduction and

deletion. It isin principle possible to place the foot at the left edge of the word while

98
Urbanczyk uses the gradient alignment constraint ALIGN-L (FT, PRWD).
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avoiding stress on schwa by deleting one of the vowels. In aword like ¢alaq *ask
permission,” the low vowel could be reduced to schwa without moving stress from the
preferred initial position, asin *¢dlag. It could also be deleted yielding * ¢alq without
violating high-ranking constraints on resulting clusters—Ig# is a possible cluster; cf. ,
fucadalq ‘where will | take thisgame.” (Thisistruein general, although aswe will seein

the next section, a does reduce to schwa or delete when it cannot be stressed.) The lack
of reduction and deletion indicates that MAXV and IDENT dominate PARSE-G1:

(119) No reduction and deletion in general

/&alag/ IDENT | MAXV | PARSE-G1
a w¢o(l40) ' *

b. (¢5l00) *!

c. (&31g) *!

Reduction and deletion are not available regardless of the direction of change:

underlying a cannot become schwa, and underlying schwa does not lower to a in the first

syllable, asin /josod/ — *jaSad. IDENT must dominate * P /o to select the marked j 55od

over the unfaithful *jasad:

(120) No stressed schwa lowering

ljosad/ IDENT | *Pkp,/o | PARSE-G1
a. v (j3sod) *
b. (jésod) *]

In short, the preferred fix for situations where prominence and position are mismatched is

to move the foot away from the default |eft edge rather than to be unfaithful to the input.
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4.6.2.2 Syncope and reduction of a to schwa

A mismatch of prominence and position occurs not only when schwais a foot
peak but also when alow vowel is afoot margin—this violates * MARg/X constraints.
Low vowels syncopate and reduce to schwa when simply changing the footing is not an
option.

Such situations arise when bases with low vowels in the first syllable are
reduplicated. It isimpossible to build afoot around both low vowels, asin * (wa)(walis),
so the second vowel deletes instead. Words with a in the first syllable of the base exhibit
syncope in the second syllable, but words with high vowels generally do not. The reason
for thisliesin the ranking of the * MARg/x constraints, as shown in (121). *MARg/a
dominates MAXV but *MARg/i,u does not. Furthermore, IDENT dominates MAXV, SO
deletion is preferred to reduction, all else equal:

(121) Syncope of unstressed a but not of unstressed i

*MARg/a ! IDENT | MAXV | *MARg/1,U
/RED-walig | a. (waw.lis)~(wawa)lis W 5 L L
b. (Waw.lis)~(wawa)lis W L L
/s-RED-tigiw/ | c. (sti.ti)giw~(stit.qiw) ! W L
d. (sti.ti)giw~(sti.to)qiw LW L

Urbanczyk 1996 does not discuss what rules out parses like * (wa)(walis), but reasons are
not hard to find: this sort of parse violates * CLASH. The * CLASH hypothesis was

confirmed by my own search of the Lushootseed Dictionary, which did not unearth any

99
words with clashing stresses.

99
Another possible reason for the unavailability of * (w&)(walis) isthat itsfirst foot is not
binary, although the FTBIN hypothesis is harder to verify in the absence of evidence for
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There are situations when neither syncope nor refooting are available. If syncope
would produce a cluster with rising sonority (i.e., one with avoiceless obstruent followed

by avoiced one or with an obstruent followed by a sonorant), syncope is blocked and the

vowel reducesto o instead. The instrumental constraint hereis SyLLCON: “sonority

100

cannot rise between a coda and the following onset.”  Schwa in unstressed position
does not violate any *MARg/x constraints, so it isthe ideal choice for that position,
though this particular way of being unfaithful is not ideal in Lushootseed.

(122) Reduction of unstressed a where syncope isimpossible

/RED-¢alos *MARg/a | SYLLCON | IDENT | MAXV

a = (¢a.co)los *

*|

b. (¢4.¢a)los

c. (¢a&.109) I *

Reduction to schwa and syncope are both used only in very specific
circumstances. when identical vowels are found in neighboring syllables. Low vowels do
not generally reduce to schwa or delete, as might be expected if they were inherently

marked with respect to the economy constraint * Low (Beckman 1998, Lombardi 2003).

L ushootseed provides the relevant evidence (see (115)). In sax"il, the low vowel does not

delete because it is stressable. Forms like sx"a?indicate that deletion is not blocked by a

consonant weight. It does appear that most L ushootseed words meet a minimum size
requwement of CVC or CVV, so the FTBIN analysis may also be right.

The formulation given here is simplified—for more elaborate theories of Syllable
Contact and the harmonic scale that it is based on, see Baertsch 2002, Davis 1998, Davis
and Shin 1999, Gouskova 2002a, b, Rose 2000c.
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cluster condition. Furthermore, where it is possible to assign secondary stressto a, thisis
done—compare ra- Zagwal ab and 7agwal ab.

(123) No genera deletion of low vowels (all forms from Bates et al. 1994)

101
a /sax"-il/ (sax"il) not *sX"il  ‘grass, hay’  cf. sx"a? ‘urinate
b. [2&%ag"dobl  (24&20)(g"alob) ‘yawn-LG’

c. /?ag“aab/ (?4.9"9)lab ‘yawn’ (reduction is optional)

This behavior is predicted by the analysis. In non-reduplicated forms like sax"-il

‘grass, hay,” deletion does not apply because nothing of value is gained: stressin the
faithful candidate is already leftmost, and deleting the vowel removes a violation of the
low-ranked constraint * MARg/i,u at the expense of high-ranked MAXV:

(124) No deletion of a from stressable position

Jsax™-il/ *MARg/Q MAXV *MARg/1,U
a = (sax"il) v *
b. (sx"il) v/ *1

In derivational terms, this pattern may be described as deleting a from unstressed
position: “assign stress to the most sonorous vowel on the left, and then del ete unstressed
a.” In paralel termsthiskind of description is nonsensical: the choiceisreally between
having an unstressed i or not, and since unstressed i is no great evil in Lushootseed,
syncope does not apply.

So far, we have seen three effects of the foot peak and margin constraints in the

same grammar: departure from the default footing pattern, syncope, and reduction to

101
Thisword itself may be derived by schwa deletion; the Lushootseed dictionary gives

sX"a?as an alternate form of s7oX"a? Schwais somewhat elusive in Lushootseed in
voiceless obstruent clusters—see Urbanczyk 1996, ch. 3 for discussion (also Hess 1998).
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schwa. The next section is concerned with the fourth effect of these constraints, selection
of the default vowel in reduplication.

4.6.2.3 Default vowe inthe reduplicantisi

Although a is copied into the reduplicant faithfully, some vowels are not: o and long

vowels are replaced with i. Since the diminutive reduplicant is stressed and thereisa
strong preference in Lushootseed for stressed vowels to be low (recall bi fa7~*bifa?), the
guestion arises why the default vowel isi and not a. The reason is that this vowel has no

correspondent in the reduplicant, and therefore it is subject to REC/x constraints. inserted

vowels should not be highly prominent. Schwa, the least sonorous epenthetic vowel, is
ruled out by * PKgr/o, so i isthe next best thing. Thisisavariation on the analysis
developed by Alderete et al. 1999.

Alderete et al. argue that the faithful copying of the base schwais prohibited by
the constraint against stressed schwa, * P/, which dominates MAX-BR and DeP-BR.

The base vowel is deleted in the reduplicant, and an i is inserted instead:

(125) Schwa cannot be reduplicated faithfully

JRED-g"dil/ | *Pxgr/o | MAX-BR | DEP-BR

*kkk : *

a. =g"i-g"adil

* KKk

b. g"3-g"adil

To this, we can add that the choice of epenthetic vowel is amatter for the BR
versions of the REc constraints. Epenthetic i is the next best choice after epenthetic
schwa. REc/amust dominate * PK/i,u, because L ushootseed settles for aless-than

perfect stressed i so asto avoid an overly prominent epenthetic a. The winner in (126)

satisfies REc/a and * Pk/a, which offsets its poor performance on * PKg/i,u and REC/i,u.
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(126) Choosing the vowel for the reduplicant

JRED-g"odil/ | REC/a | *Pkpi/o | *Pediu i RECH,U

* i *

a v=(g"7.g"0)dil

b. (g¥ag”a)dil | *!

* |

c. (g"5.9"0)dil

This analysis also explains why high vowels reduplicate faithfully (s-duk” ~ s-di-

duk")—there simply isn’t away to improve on a stressed high vowel without violating
Rec/a

(127) High vowelsreduplicate faithfully

/SRED-duK"/ | REC/a | *Pxglo | *PKeri,u | RECH,U

*

a. = s-di-?-duk”

b. s-da-?-duk™ *1

46.2.4 Alternativesto the RECOVER analysis for Lushootseed

Alderete et a. use the constraint REDUCE (“Minimize the duration of short
vowels,” Kirchner 1996) to select i over a. While REDUCE is useful in Emergence-of-the-
Unmarked situations as in Lushootseed, it cannot be used to determine epenthetic vowel
quality in languages like Lillooet, where the shortest vowel is the only vowel to
syncopate or be epenthesized.

The reason REDUCE cannot be used to determine epenthetic vowel quality

generaly isthe following. For o or i to be selected as epenthetic, all the relevant *Nuc

constraints must be dominated by REDUCE, because * Nuc constraints favor low nuclei.

But if thisisthe case, then schwaor i cannot be the only vowel to syncopate: REDUCE

prefersi and oto a, and it is ranked higher than * Nuc. For the cheap vowel pattern, it is
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necessary that the constraints determining epenthetic vowel quality be faithfulness
constraints. REC constraints are that, but REDUCE isn’t.

REC constraints can also subsume the function of REDUCE in Y oruba
reduplication, wherei is the default in reduplication and the epenthetic vowe (e.g.,
girdma ‘grammar,” Pulleyblank 1988). It may not be possible to eliminate REDUCE from
the grammar atogether, though. Kirchner 1996 and McCarthy 2003 use REDUCE to
motivate raising in Bedouin Hijazi Arabic, where underlying /al mapstoi in all open

syllables, even when stressed: /katab-at/ — ktibat ‘ she wrote,” /sami¢/ — simi £ he

heard,” but /samiS-at/ — samfat ‘she heard.” None of the markedness constraints

discussed here can produce such raising, and the Rec hierarchy isirrelevant since the
vowels are underlying.

Urbanczyk 1996 analyzes default vowel quality in Lushootseed using the Place
Markedness hierarchy:
(128) *PL/LAB, *PL/DORS>>* PL/COR (Smolensky 1993)
If one assumes a specific version of vowel feature theory under which aisdorsal, uis
labial, and i is corondl, i is selected as the default vowel in the reduplicant. As Urbanczyk
herself notes, though, it could be argued that a is actually less marked than coronals
because it is pharyngeal. Thisissueis avoided in the REC hierarchy analysis.
4.6.3 Summary of the Lushootseed analysis

The phonology of Lushootseed vowelsisto alarge extent controlled by the
constraints on foot heads and non-heads: they determine the placement of stress, require
the deletion and reduction of unstressed a, and prevent faithful reduplication. The

rankings for Lushootseed are as follows:
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(129) Ranking for stress: IDENT >>* PK/o>>* PK /i ,u>>PARSE-G 1

(130) Ranking for syncope/reduction: * MARg/a, SYLLCON>>IDENT>>MAXV

(131) Rankings for reduplication: * Pkg/o>>MAX-BR, DEP-BR, * PKg/i,u, REC/i,u

Rec/a>>* PK/i,u, REC/i,u

REc/a *MARg/a SyLLCON

I/
IDENT
/\
*PKerld MAXV-10

/’\ |
*Pxe/i,u REC/i,u [ DEPBR *MARg/1,U
] MAXBR

PARSE-G1

(132) Lushootseed stress, syncope, reduction, and reduplication

R/a*M/aSClID px /oM XV R/* Pk/*M/|P-c1]
: i 5 iU iU tiu

Kodayu/  |a K a(dayu)~(k's.da)yu W W L
Itayil/ b. ta(yil)~(t3yil) L W LWL
bitad/ C. bi(1&?)~(bi 1a?) W Wi L
fjosod/ d. (jdsod)~(jasod) A 'L/ W P
/&olag/ e. &a(laq)~(¢3.100) | (W | | L
/RED-walis/ |f. (waw.lis)~(wawa)lis P W DL L

g. (Waw.lis)~(wawo)lis LW L L
/s-RED-tiqiw/h, (sti.ti)giw~(sti.to)giw o w] L

i (St.t)giw~(Stit.giw) L W |
/RED-¢alog/ |j. (¢48a)los~(¢4c.109) LWL W
Jsax-ill k. (SAXYil)~(sxil) o W TWW
/RED-g"odil/ |I. (g"7.g"0)dil~(g"3.g"0)dil | | WL | L}

m. (g"1.g"0)dil~(g"4.g"2)dil| W | CLojLiL

Tableau (132) summarizes the analysis. Thefirst three candidate comparisons

demonstrate the workings of the sonority-sensitive stress system: stress retracts away
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from oonto aand i and from i onto a. The crucia ranking here is * Pk /o>>PARSE-G1,

although *MARg/aaso plays arole. The candidates for /jasod/ and /¢alag/ show that

neither stressed schwa lowering nor unstressed reduction to schwa are available options if
default footing or stress retraction are possible. When dealing with an input like /RED-
walid, itisimpossible to avoid violations of * Pkr/x and * MARg /X without some kind of
unfaithfulness (recall that footing every low vowel, asin * (wa)(wa.lis), is ruled out by

*CLASH). Syncopeis the preferred way of avoiding aviolation of * MARg/a here—

reduction is deployed only when SyLLCON blocks deletion (witness * ¢ac.[os). High

vowels do not undergo deletion in the weak branches of feet, as shown by (sti.ti)giw. The

form (sa.X"il) shows that thereis no deletion of low vowels when they can head their own

feet—in other words, deletion is not general avoidance of a but avoidance of ain the

weak branches of feet. Finally, in diminutive reduplicants, schwais not copied faithfully
but replaced by i—again because of * Pkg/a. Schwalis not replaced with the the least

marked peak, a, because Rec/a prevents this. The high vowel is a compromise between
avoiding stressed schwa and avoiding epenthetic a.

The effects of *MARg/X and * PKg/x constraints are so varied that syncope is but
aminor player in the grammar of Lushootseed. Most of the time, no structural economy
results from the interaction of the constraints: feet are moved around, vowel quality
changes, and only in some circumstances is syncope allowed to apply. Economy is an
epiphenomenon of the sonority-sensitive stress system, it is not in any sense an output

goal.
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The Lushootseed pattern clearly pointsto a need for rethinking the context-free
markedness theory: a is not marked in all contexts but only when there is no other way to
avoid placing it in the weak branch of afoot. Differential low vowel syncope patterns are
(arguably) all context-sensitive in thisway. For example, in Estonian verbal morphology,
low and mid vowels are deleted only when preceded by along or “overlong” syllable, but
not when preceded by a short syllable. High vowels are not deleted in any environments:
(133) Estonian low/mid syncope (Tauli 1973:99-100, Silvet 1965, Kiparsky 1994)

a. Low and mid vowels delete after along or “overlong” syllable

[saatta-mal (saétt)ma ‘send’ cf. séa.tan
[tappa-mal (tpp)ma Kkill’ cf. tap.pan
/jookse-ma/ (jéoks)ma ‘run’ cf. jook.sen

b. High vowelsdo not delete after along or “overlong” syllable

/kaalu-mal (k&) (luma)  ‘weigh’ cf. kda.lun
/salli-mal (sA)(lima) ‘tolerate’ cf. sa.lin
[rentti-ma/ (rént)(tima)  ‘rent’ cf. rén.tin

c. No deletion of anything after a short syllable

/teke-ma/ (téke)ma ‘do, make not ték.ma
/sata-mal (s&ta)ma ‘fall (rain, snow)’ not sét.ma
/latu-mal (latu)yma ‘pileup’ not |at.ma
/kiisi-mal (kiisi)ma ‘ask’ not kiisma

The environment for syncope is clearly related to foot structure and stress—the vowel
deletes only in the position where it can bear secondary stress (Prince 1980). Thisis not
avoidance of a in the margin of afoot, asin Lushootseed, but it is also not context-free
deletion blocked by syllable structure constraints. It can only be so—no constraint
assigns violationsto a in al contexts in the Lenient theory of CoNn.

The next section continues the discussion of prosodic hierarchy-referring

constraints and context-free markedness constraints that was started in §84.3.6.3-4.3.6.4.
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4.6.4 Alternative analysisof Lushootseed: context-free markedness

The biggest challenge presented by Lushootseed liesin explaining why the

markedness status of o, i, and a is so apparently inconsistent—they appear to be marked

in some contexts but unmarked in others. This directly suggests a context-sensitive

markedness analysis. without some reference to context, how else to explain the fact that

schwais marked in reduplicants (* g"5-g"adil) and stressed syllables (ta.yil = *tayil) but
unmarked in unstressed syllables (¢a.ca.las)? High vowels are relatively unmarked in
reduplicants (s-dd- ~duk"), in unstressed syllables (sti.ti.giw), and in stressed syllables
(ta.yil), but when alow vowel comes along later in the word, high vowels lose stress to it
as though they are marked (bi /a7~ *bifar). Low vowels are unmarked in reduplicants
(¢acalas), but clearly are the most marked vowels in unstressed syllables, where they are

the only vowels to syncopate or reduce to o.

A pure economy analysis of Lushootseed in terms of * STRUC constraints cannot
capture these nuances because economy principles disregard context. To an economy
principle, any structure is going to be marked, and the only way to aid the situation isto
remove the structure, not to move feet around or change the quality of vowels. If deletion
happens to be differential, it is not because one vowel is somehow more marked than
another—they are all marked. Deletion is differential because faithfulness constraints
protect certain vowels more than others.

The Lushootseed pattern of low vowel deletion in the absence of high vowel
deletion goes against the predictions of the Hartkemeyer-Tranel MAX hierarchy, which
can only deal with patterns of low-sonority vowel deletion. Recall that in this theory, the
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extent of differential syncope depends on the ranking of the * STRuc constraint in (134).

Non-differential syncope corresponds to the ranking in (1), differential syncope of { 5, i,
u, e 0} is(2), differential syncope of { o, i, u} is(3), differential syncope of 2is(4), and

(5) isno syncope at all.

(134) MAX-A >> MAX-E,O >> MAX-I,U >> MAX-SCHWA
T T T T T
1) ) ©) (4) ©)

Under (134), syncope of a entails the syncope of all other vowels. So, if this
ranking isto be maintained, (134) needs to be augmented with other mechanismsto deal
with Lushootseed, such as an articulated theory of context-free markedness discussed in
84.3.6.4.

The ranking for differential deletion of a under context-free markednessis given

in (135). * Low dominates MAX-A, and because * Low does not assign violation marks to

either i or o, its high ranking does not prevent other vowels from surfacing. The

articulated MAX hierarchy is ranked above the rest of the markedness constraints so that i
does not undergo deletion.

(135) Economy aternative: differential syncope of low vowels with context-free
markedness

*LOMAX-AMAX-1,U[Max-of NLO* FRNT[* BCK
/s-RED-tigiw/|a. sti.ti.qiw~stit.qiw wW L ! L
/RED-walig [b. waw.lisswawalig W | L |

This analysis cannot be extended to default segmentism in reduplication. In

Lushootseed diminutive reduplication, a, i and u are copied faithfully but o is replaced

withi. Thismeansthat i is the least marked vowel in the reduplicant, and this conclusion

isinconsistent with the ranking in (135).
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In Lombardi’ s theory, the ranking of * FRONT>>* BACK isuniversally fixed to

capture the universal that in languages with both i and o, o is always the epenthetic vowel

(assuming, as Lombardi does, that ois[back]). This clearly does not hold of Lushootseed

reduplicants, where i isless marked than o. The reason for thisis that this position is

obligatorily stressed and stressed o is marked in Lushootseed in general. To capture this

connection, it would be necessary to include * Pk /o in the analysis, because only

*PK /o prefers the winning candidate in the comparisons g“i-g" adil~* g"5-g"odil and

waw.lis~*wdw.lis. The latter was not an issue in the contextual markedness analysis,

because substituting a with oin this particular context is not favored by any constraint.

(136) Economy aternative: default segmentism in reduplication; * P<g/o required

*Pk/a [FLOMX-AMX-I,U MX_Q*NLOE* FRNT* BCK
/s-RED-tigiw/[a. sti.ti.giw~stit.qgiw W L i L
b. stiiti.giw~stst.giw| W w LW
/RED-walis/ |c. waw.lis~swawallis W| L i
d. wawlisswswlis | W | L | L W
/RED-g"adil/ |e. g"i-g"adil~ W L L L w
g"3-g"odil

*PKer/o explains why ais not replaced with o, but the ranking above still predicts

that a should be replaced with i: * PKg/o does not distinguish waw.lis and *wiw.lis, while

the high-ranking * Low favors the loser *wiw.lis. To help a beat i in reduplicants (but not

in bases, where a does syncopate), * P<g/i,u must be added:
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(137) Economy dternative: default segmentism in reduplication; * P<g/i,u required

*Px/a | *Px/i,u FLOMAX-AMAX-I,UMax-o/* NLO
/RED-walig/ja. waw.lis~swéawallig W W L
b. waw.lis~w3w.lis W L L L wW
c. waw.lis~wiw.lis W L W W

Thereis yet another hole to plug. The ranking in (137) predicts that low vowels
should delete whenever the phonotactic constraints permit, because they are marked

regardless of context. Thisiswrong: if a occursin a position where it can head its own
foot, asin sax"il, deletion does not apply. To prevent deletion here, * Low must be
replaced with a constraint that penalizes a only in the correct contexts, or else
supplemented with such a constraint while being demoted below MAXV. It isimpossible

to block deletion here—clusters like #sX" are not illegal in Lushootseed (witness sx"a?

‘urinate’), and since ais not initial in the word, it cannot be protected by a positional

102
faithfulness constraint like ANCHOR-LEFT.

(138) Blocking deletion of stressable a

*Px/a | *PK/i,u | *MAR/a MAX-A| *LO

/sax"-il/ a. sax"il~sx"il w L
/RED-walig/|b. waw.lis~wawalig W L W

Once these complexities are dealt with, it appears that the crucia choices between

losers and winnersin the analysis are made not by the context-free markedness

107 A hypothetical constraint MAX-c1 might seem like an intuitively attractive analysis,
but it isimpossible to formalize. The constraint cannot look to the output position since
the thing it refersto is not present in the output (it’'s been deleted), and it cannot be input-
oriented since a is not necessarily the nucleus of the first syllable there (=Richness of the
Base).
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constraints but by * Pkg/a, * PKe/i,u and *MARg/a. The context-free markedness

constraints are no longer doing any work in the analysis. Thisis without even attempting
to analyze another aspect of the Lushootseed system, stress assignment, where context-
sensitive markedness constraints are irreplaceable.

Can context-free markedness constraints simply stay at the bottom of the
hierarchy? The answer is no, because they are anything but harmless. Recall that their
free ranking comes with some dangerous predictions for differential syncope and
epenthesis (these were discussed in 84.3.6.4). These predictions will not go away unless
these constraints are excluded from CoN atogether.

Excluding *Low and * NonLow from CoN isafairly trivial matter—there are no
legitimate scales for these constraints to be grounded in. Until a substantial markedness
relationship can be established between low and nonlow vowels, membership in Conis
closed to these constraints.

4.7 Chapter summary

This chapter was mainly concerned with situations where certain vowels are
marked in certain contexts. For example, low sonority vowels (such as o) are marked as
syllabic nuclel and as heads of feet, while high sonority vowels (such as a) are marked
when they occur in weak branches of feet. The constraints that encode these markedness

relationships appear in hierarchies:

(139) Constraints on syllabic nuclei

*Nuc/a >> *Nuc/i,u >> *Nuc/e,0
Nucleus harmony scale: nuc/a > nuc/e,0 > nuc/u,i >nuc/a
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(140) Constraints on the sonority of vowels in strong branches of feet

*PKFT/Q >> *PKFT/i,u >> *PKFT/e,O
Foot Head (peak) scale: Peakr/a > Peakr/e,0 - Peakr/u,i > Peakg/o

(141) Constraints on the sonority of vowelsin weak branches of feet

*MARg/a>> *MARg/€,0>>* MARg/i,U
FtNonHead (margin) scale: Marg/o ~Marg/u,i = Marg/e,0- Marg/a

The *Nuc/x hierarchy is of particular interest because in its original, non-lenient
form it has the potentia to duplicate the effect of * STRUC(c): if thereis a constraint
against every kind of syllable nucleus, altogether these constraints ban all nuclei and
therefore all syllables. Without the constraint * Nuc/a, this gang-up effect of the * Nuc/x
hierarchy is diminished: only the less sonorous vowels violate * Nuc/x constraints. Even
with the addition of * Pkg/x and * MARg/X constraints, the effects of * STRuc(c) cannot
be duplicated: GEN can always supply at least some forms that do not violate any of the
sonority constraints on vowels.

Another issue addressed in this chapter was the so-called cheap vowel pattern,
where vowels of low sonority are inserted wherever required by phonotactic constraints
and deleted otherwise. | presented a detailed OT analysis of such a patternin Lillooet
(84.3): regardless of what the input looks like, underlying schwa must be deleted
wherever phonotactic constraints permit, but if there are no underlying vowels, they must
be supplied by the grammar in al the right environments. This economical pattern of
schwa distribution and the relative ease with which it is epenthesized stem from its dual
status: it is the most marked nucleus but the least marked epenthetic vowel. The latter

property was attributed to a universally fixed hierarchy of positional faithfulness
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constraints that prohibit overly prominent epenthetic material, related to HEAD-DEP of
Alderete 1999:
(142) Rec/a>>Rec/e,0>>REec/i,u

REec/x: “A syllable nucleus with the prominence x it must have a correspondent in
the input.”

Just like metrical syncope of Chapter 3, differential syncope is not one process but
many. Depending on what is ranked above * Nuc/x, the pattern may look essentially
phontactically driven (asin Lillooet) or it may resemble metrical syncope (asin Lebanese
Arabic, 84.4). Thisrange of variation is expected when constraints of different kinds are
allowed to interact freely.

Syncope is by no means the only effect of *Nuc/x constraints: in Mekkan Arabic
(84.5), syncope of marked high vowel nuclei goes hand in hand with epenthesis of
unmarked low vowel nuclei. The same point was explored in Lushootseed (84.6).

L ushootseed displays not one but four different effects of vocalic sonority constraints:
foot placement, reduction of unstressed a to o, default segmentism in reduplicants, and
syncope. The fact that syncope is an economy effect isin in no way special here: it isjust
one of four ways to meet the demands of the constraints on foot peaks and margins.

Finally, | argued against economy analyses of differential syncope. The classic
economy constraint * STRUC(c) istoo general for differential syncope since it penalizes

nuclel of al sorts. For cases like Lillooet, it must be supplemented with a theory of
epenthetic vowel quality that is consistent with o-epenthesis and a-syncope. Y et when

this component is added, the theory becomes too rich; patterns are predicted that are

neither observed nor plausible. Once the theory is applied to Lushootseed, where
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additional markedness considerations are clearly at play, it becomes redundant—the
context-specific markedness constraints do all the work. Nihilistic markedness, whether
expressed as asingle constraint * STRUC(c) or as*Low, *NONLow, *FRONT, *BAcK, and

S0 on, once again has failed to shed light on economy.

284



REFERENCES

Abu-Mansour, Mahasen. 1991. Epenthesisin Makkan Arabic: Unsyllabifiable
Consonants versus Degenerate Syllables. In Perspectives on Arabic Linguistics
[11: Papers from the third annual symposium on Arabic Linguistics, eds. Mushira
Eid and John J. McCarthy. Amsterdam: John Benjamins.

Abu-Mansour, Mahasen Hasan. 1987. A Nonlinear Analysis of Arabic Syllabic
Phonology, With Special Reference to Makkan. University of Florida: Ph. D.
Dissertation.

Abu-Mansour, Mahasen Hasan. 1995. Optimality and conspiracy in the syllable structure
of Arabic. In Papersin Optimality Theory, eds. Jill Beckman, LauraWalsh
Dickey and Suzanne Urbanczyk, 1-20. Amherst, Mass.: GLSA Publications.

Ackema, Peter, and Ad Neeleman. 1998. WHOT? In Is the Best Good Enough?
Optimality and Competition in Syntax, eds. Pilar Barbosa, Danny Fox, Paul
Hagstrom, Martha M cGinnis and David Pesetsky, 15-33. Cambridge, Mass.: MIT
Press.

Aissen, Judith. 1999. Markedness and subject choice in Optimality Theory. Natural
Language and Linguistic Theory 17:673-711.

Akinlabi, A. 1993. Underspecification and the phonology of Y oruba/r/. Linguistic
Inquiry 24:139-160.

Alber, Birgit. 2001. Maximizing First Positions. In Proceedings of HILP 5, eds. Caroline
Féry, Anthony Dubach Green and Ruben van de Vijver, 1-19: University of
Potsdam. ROA-516.

Alderete, John. 1997. Dissimilation aslocal conjunction. In Proceedings of the North
East Linguistic Society 27, ed. Kiyomi Kusumoto, 17-32. Amherst, Mass.: GLSA
Publications.

Alderete, John. 1998. Morphologically-Governed Accent in Optimality Theory.
University of Massachusetts, Amherst: Ph. D. Dissertation.

Alderete, John. 1999. Faithfulness to prosodic heads. In The Derivational Residue in
Phonological Optimality Theory, eds. Ben Hermans and Marc van Oostendorp,
29-50. Amsterdam: John Benjamins.

Alderete, John, Jill Beckman, Laura Benua, Amalia Gnanadesikan, John J. McCarthy,
and Suzanne Urbanczyk. 1999. Reduplication with fixed segmentism. Linguistic
Inquiry 30:327-364.

Allen, W. S. 1973. Accent and Rhythm. Cambridge: Cambridge University Press.

285



Archangeli, Diana. 1984. Underspecification in Y awelmani Phonology and Morphology.
Massachusetts Institute of Technology: Ph. D. Dissertation.

Archangeli, Diana. 1988. Aspects of underspecification theory. Phonol ogy 5:183-208.
Artstein, Ron. 1998. Hierarchies. Ms. New Brunswick, NJ.

Austin, Peter. 1981. A Grammar of Diyari, South Australia. Cambridge: Cambridge
University Press.

Baertsch, Karen. 1998. Onset sonority distance constraints through local conjunction. In
CLS 34, Part 2: The Panels, eds. M. Catherine Gruber, Derrick Higgins, Kenneth
S. Olson and Tamra Wysocki, 1-15. Chicago: Chicago Linguistic Society.

Baertsch, Karen. 2002. An Optimality-theoretic approach to syllable structure: The Split
Margin Hierarchy. Indiana University: Ph. d.. Dissertation.

Bakalla, Mohammed. 1979. The morphological and phonological components of the
Arabic verb (Meccan Arabic). Lebanon: Longman.

Bakovic, Eric. 1999. Deletion, insertion, and symmetrical identity. In Harvard Working
Papersin Linguistics 7. ROA-300.

Bakovic, Eric, and Edward Keer. 2001. Optionality and ineffability. In Optimality-
Theoretic Syntax, eds. Géraldine Legendre, Jane Grimshaw and Sten Vikner, 97-
112. Cambridge, Mass.: MIT Press.

Barbosa, Pilar, Danny Fox, Paul Hagstrom, MarthaMcGinnis, and David Pesetsky eds.
1998. Isthe Best Good Enough? Cambridge: MIT Press.

Bates, Dawn, Thom Hess, and Vi Hilbert. 1994. Lushootseed Dictionary. Segttle and
London: University of Washington Press.

Beckman, Jill. in press. The Case for Local Conjunction: Evidence from Fuem. In The
Proceedings of WCCFL 22, eds. M. Tsujimuraand G. Garding, 56-69.
Somerville, MA: Cascadilla Press.

Beckman, Jill N. 1998. Positional faithfulness. University of Massachusetts, Amherst: Ph.
D. Dissertation. ROA-234.

Beekes, Robert S. P. 1995. Compar ative Indo-European Linguistics. Amsterdam: John
Benjamins.

Benua, Laura. 1997. Transderivational Identity: Phonological Relations between Words.
University of Massachusetts, Amherst: Ph. D. Dissertation. ROA-259.

286



Bethin, Christina. 2002. Metrical Quantity in Czech: Evidence from Hypocoristics. Paper
presented at Formal Approachesto Savic Linguistics 11, University of
Massachusetts, Amherst.

Blevins, Juliette. 2003. Evolutionary phonology. The emergence of sound patterns.
Cambridge: Cambridge University Press.

Bliese, Loren F. 1981. A Generative Grammar of Afar: The Summer Institute of
Linguistics, University of Texas at Arlington.

Blust, Robert. 1990. Three recurrent changes in Oceanic languages. In Pacific island
languages: Essaysin honour of G. B. Milner, ed. J. H. C. S. Davidson, 7-28.
London: University of London, School of Oriental and African Studies.

Blust, Robert. 2001. Some remarks on stress, syncope and gemination in Mussau.
Oceanic Linguistics 40:143-150.

Bobaljik, Jonathan. 1997. Mostly predictable: Cyclicity and the distribution of schwain
Itelmen. Ms. ROA-208.

Brainard, Sherri. 1994. The phonology of Karao, the Phillipines. Canberra: Australian
National University.

Broselow, Ellen. 1976. The Phonology of Egyptian Arabic. University of Massachusetts,
Amherst: Ph. D. Dissertation.

Broselow, Ellen. 1992a. Parametric variation in Arabic dialect phonology. In
Per spectives on Arabic Linguistics 1V: Papers from the Fourth Symposium on
Arabic Linguistics, eds. Ellen Broselow, Mushira Eid and John J. McCarthy, 7-45.
Amsterdam and Philadel phia: John Benjamins.

Broselow, Ellen. 1992b. "Transfer and Universalsin Second Language Epenthesis.’ In
Language Transfer in Language Learning., eds. Susan Gass and Larry Selinker.
Philadel phia: Benjamins.

Broselow, Ellen. 1995. Skeletal positions and moras. In The Handbook of Phonological
Theory, ed. John A. Goldsmith, 175-205. Cambridge, Mass., and Oxford, UK:
Blackwell.

Browman, Carol, and Louis Goldstein. 1992. 'Targetless schwa: An articulatory analysis.
In Papersin Laboratory Phonology I1: Gesture, Segment, Prosody, eds. G.
Docherty and R. Ladd, 26-56. Cambridge: Cambridge University Press.

Burzio, Luigi. 1994. Principles of English Stress. Cambridge: Cambridge University
Press.

Cantineau, Jean. 1939. Remarques sur les parlers de sedentaires syro-libano-palestiniens.
Bulletin de la Société de Linguistique de Paris 40:80-88.

287



Carroll, Vern, and T. Soulik. 1973. Nukuoro lexicon. Honolulu: University of Hawai'i
Press.

Casdli, Roderic F. 1996. Resolving Hiatus. UCLA: Ph. D. Dissertation. ROA-215.

Casdli, Roderic F. 1997. Vowel elision in hiatus contexts. Which vowel goes? Language
73:493-533.

Caudley, Trisha. 1997. Identity and featural correspondence: The Athapaskan case. In
Proceedings of the North East Linguistic Society 27, ed. Kiyomi Kusumoto, 93-
105. Amherst, Mass.: GLSA Publications.

Chomsky, Noam, and Morris Halle. 1968. The Sound Pattern of English. New Y ork:
Harper & Row.

Chomsky, Noam, and Howard Lasnik. 1977. Filters and control. Linguistic Inquiry
8:425-504.

Chomsky, Noam. 1989. Some notes on economy of derivation and representation. In MIT
Working Papersin Linguistics 10, eds. Itziar Laka and Anoop Mahgjan, 43-47.
Cambridge, Mass.: MIT Department of Linguistics and Philosophy.

Chomsky, Noam. 1991. Some notes on economy of derivation and representation. In
Principles and Parameters in Comparative Grammar, ed. Robert Freidin, 417-
454, Cambridge, Mass.: MIT Press.

Chomsky, Noam. 1995. The Minimalist Program. Cambridge, Mass.: MIT Press.

Clements, G. N. 1990. The role of the sonority cyclein core syllabification. In Papersin
Laboratory Phonology 1: Between the Grammar and Physics of Soeech, eds. John
Kingston and Mary Beckman, 283-333. New Y ork: Cambridge University Press.

Clements, G. N. 1997. Berber syllabification: derivations or constraints? In Derivations
and Constraints in Phonology, ed. 1ggy Roca, 289-330. Oxford: Oxford
University Press.

Cohn, Abigail, and John J. McCarthy. 1994/1998. Alignment and parallelismin
Indonesian phonology. In Working Papers of the Cornell Phonetics Laboratory,
53-137. ROA-25.

Compton, A.J. , and Mary Streeter. 1977. Child phonology: Data collection and
preliminary analyses. Ms., Papers and reports on child language development 7.
Stanford University.

Corbin, Danielle, and Marc Plénat. 1992. Note Sur L'Haplologie des Mots Construits.
Langue Francaise 96:101-112.

288



Coté, Marie-Hélene. 2001. Consonant cluster phonotactics: a perceptual approach.
Linguistics, Massachusetts Institute of Technology: Ph. D. Dissertation. ROA-
548.

Crosswhite, Katherine. 1999a. VVowel Reduction in Optimality Theory. UCLA: Ph. D.
Dissertation.

Crosswhite, Katherine. 1999b. A unified OT analysis of "dissimilative" and non-
dissimilative Russian vowel reduction. Paper presented at SWOT.

Crowhurst, Megan. 1991. Demorafication in Tubatulabal: Evidence from initial
reduplication and stress. In Proceedings of the North East Linguistic Society 21,
ed. Tim Sherer, 49-63. Amherst: GLSA Publications.

Crowhurst, Megan. 1992. Diminutives and augmentatives in Mexican Spanish: A
prosodic analysis. Phonology 9:221-253.

Davis, Stuart, and Bushra Adnan Zawaydeh. 1996. Output configurations in phonology:
Epenthesis and syncope in Cairene Arabic. Bloomington: Indiana University.

Davis, Stuart. 1998. Syllable Contact in Optimality Theory. Journal of Korean
Linguistics 23:181-211.

Davis, Stuart, and Seung-Hoon Shin. 1999. The Syllable Contact Constraint in Korean:
An Optimality-Theoretic Analysis. Journal of East Asian Linguistics 8:285-312.

de Lacy, Paul. 1997. Prosodic Categorisation. University of Auckland: Master's thesis.

de Lacy, Paul. 1999. Haplology and correspondence. In University of Massachusetts
Occasional Papersin Linguistics 25: Papers from the 25th Anniversary, eds. Paul
de Lacy and Anita Nowak, 51-88. Amherst, Mass.: GLSA.

de Lacy, Paul. 2001. Conflation and scales. Paper presented at NELS 32, New York, NY.

de Lacy, Paul. 2002a. The Formal Expression of Markedness. University of
Massachusetts, Amherst: Ph. D. Dissertation. ROA-542.

de Lacy, Paul. 2002b. Maximal words and the Maori passive. In Proceedings of the
Austronesian Formal Linguistics Association (AFLA) VIII, ed. Norvin Richards.
Cambridge, Mass.: MIT Working Papersin Linguistics.

de Lacy, Paul. 2002b. Tone and stressin Optimality Theory. Phonology 19.

Dell, Francois, and Mohamed Elmedlaoui. 1985. Syllabic consonants and syllabification
in Imdlawn Tashlhiyt Berber. Journal of African Languages and Linguistics
7:105-130.

289



Dell, Francois, and Mohamed Elmedlaoui. 1988. Syllabic consonants in Berber: Some
new evidence. Journal of African Languages and Linguistics 10:1-17.

Dixon, R. M. W. 1977a. A Grammar of Yidiny. Cambridge: Cambridge University Press.
Dixon, R. M. W. 1977b. Some phonological rules of Yidiny. Linguistic Inquiry 8:1-34.

Farwaneh, Samira. 1995. Directionality Effectsin Arabic Dialect Syllable Structure.
University of Utah: Ph. D. Dissertation.

Feng, Guanjun Bella. 2003. Syllable-size morpheme restriction in shaping reduplication.
Paper presented at SMOT 8, Tucson, AZ.

Fitzgerald, Colleen. 1999. Unfaithful bases and syncope in Tohono O'odham
reduplication. Paper presented at the 18th West Coast Conference on Formal
Linguistics, Tucson, AZ.

Flemming, Edward S. 1995. Auditory Representations in Phonology. UCLA: Ph. D.
Dissertation.

Frachtenberg, Leo J. 1922. Coos. In The Handbook of American Indian Languages. Part
2, ed. Franz Boas, 297-429. Washington: Government Printing Office.

Fukazawa, Haruka. 1999. Theoretical Implications of OCP Effects on Featuresin
Optimality Theory. University of Maryland: Ph. D. Dissertation.

Gnanadesikan, Amalia. 1997. Phonology with Ternary Scales. Department of Linguistics,
University of Massachusetts at Amherst: Ph. D. Dissertation.

Goldsmith, John. 1990. Autosegmental and Metrical Phonology. Oxford and Cambridge,
Mass.. Blackwell.

Goodman, Beverley D. 1990. Implications of Pomo epenthesis for atheory of
syllabification. In Papers from the 26th regional meeting of the Chicago
Linguistic Society, eds. Michael Ziolkowski, Manuela Noske and Karen Deaton.
Chicago: Chicago Linguistic Society.

Gordon, Matthew. 2001. Syncope-induced metrical opacity as aweight effect. In
Proceedings of the 20th West Coast Conference on Formal Linguistics, eds.
Karine Megerdoomian and Leora Anne Bar-el. Somerville, Mass.: Cascadilla
Press.

Gouskova, Maria. 2002a. Exceptions to sonority distance generalizations. In Proceedings
of CLS38. Chicago: Chicago Linguistic Society.

Gouskova, Maria. 2002b. Relational Markednessin OT. In Proceedings of the 21st West
Coast Conference on Formal Linguistics, eds. L. Mikkelsen and C. Potts, 113-
126. Somerville, Mass.: Cascadilla.

290



Green, Thomas, and Michael Kenstowicz. 1995. The Lapse Constraint. In Proceedings of
the Sxth Annual Meeting of the Formal Linguistic Society of Mid-America, ed.
Ledlie Gabriele, 1-14. Bloomington IN: Indiana University Linguistics Club.

Grimshaw, Jane, and Vieri Samek-Lodovici. 1995. Optimal subjects. In Papersin
Optimality Theory, eds. Jill Beckman, Laura Walsh Dickey and Suzanne
Urbanczyk, 589-606. Amherst, Mass.: GLSA Publications.

Grimshaw, Jane. 1997. Projection, heads, and optimality. Linguistic Inquiry 28:373-422.

Grimshaw, Jane, and Vieri Samek-Lodovici. 1998. Optimal subjects and subject
universals. In Isthe Best Good Enough? Optimality and Competition in Syntax,
eds. Pilar Barbosa, Danny Fox, Paul Hagstrom, Martha McGinnis and David
Pesetsky, 193-219. Cambridge, Mass.: MIT Press.

Grimshaw, Jane. 2003. Economy of Structurein OT. In Papersin Optimality Theory II.
University of Massachusetts Occasional Papers 26, eds. Angela Carpenter,
Andries Coetzee and Paul de Lacy. Amherst, Mass.: Graduate Linguistic Student
Association. ROA-434.

Haddad, Ghassan. 1983. Epenthesis and sonority in Lebanese Arabic. Sudiesin the
Linguistic Sciences 14:57-88.

Haddad, Ghassan. 1984. Problems and issues in the phonology of Lebanese Arabic.
University of Illinois at Urbana-Champaign: Ph. D. Dissertation.

Hall, Nancy. 2001. Max-Position drives iterative footing. In Proceedings of the 20th West
Coast Conference on Formal Linguistics, eds. Karine Megerdoomian and Leora
Anne Bar-el. Somerville, Mass.: Cascadilla Press.

Halle, Morris. 1975. Confessio grammatici. Language 51:525-535.

Halle, Morris, and Jean-Roger Vergnaud. 1978. Metrical structures in phonology. Ms.
Cambridge, Mass.

Ham, William. 1998. A new approach to an old problem: Gemination and constraint
reranking in West Germanic. Journal of Comparative Germanic Linguistics
1:225-262.

Hammond, Michael. 1984. Constraining Metrical Theory: A Modular Theory of Rhythm
and Destressing. UCLA: Ph. D. Dissertation.

Hartkemeyer, Dale C. 2000. *V: An optimality-theoretic examination of vowel loss
phenomena, with special reference to Latin, early Western Romance, and Basque.
University of Illinois at Urbana-Champaign: Ph. d.. Dissertation. AAI 9990016.

Hayes, Bruce. 1980. A Metrical Theory of Stress Rules. MIT: Ph. D. Dissertation.

291



Hayes, Bruce. 1989. Compensatory Lengthening in moraic phonology. Linguistic Inquiry
20:253-306.

Hayes, Bruce, and May Abad. 1989. Reduplication and syllabification in llokano. Lingua
77:331-374.

Hayes, Bruce. 1994. Weight of CV C can be determined by context. In Perspectivesin
Phonology, eds. Jennifer Cole and Charles Kisseberth, 61-80. Stanford: CSLI.

Hayes, Bruce. 1995. Metrical Stress Theory: Principles and Case Studies. Chicago: The
University of Chicago Press.

Hendricks, Sean. 1999. Reduplication without Templates. A Study of Bare-Consonant
Reduplication. University of Arizona: Ph. D. Dissertation.

Hess, Thom. 1998. Lushootseed reader with intermediate grammar. Volume I1:
University of Montana Occasional Papersin Linguistics No. 14. Dallas: Summer
Institute of Linguistics.

Hewitt, Mark, and Megan Crowhurst. 1996. Conjunctive constraints and templates in
Optimality Theory. In Proceedings of the North East Linguistic Society 26, ed. Jill
Beckman, 101-116. Amherst, Mass.: GLSA Publications.

Hill, Kenneth C., and Mary E. Black. 1998. A Sketch of Hopi Grammar. In Hopi
Dictionary, Hopiikwa Lavaytutuveni. A Hopi-English Dictionary of the Third
Mesa Dialect, 861-900. Tucson: University of Arizona Press.

Hill, Kenneth C., Emory Sekaquaptewa, H. Andrew Black, Ekkehart Malotki, and
Michael Lomatuway'ma. 1998. Hopi dictionary. Hopiikwa lavaytutuveni. A Hopi-
English dictionary of the Third Mesa dialect. Tucson, AZ: University of Arizona
Press.

Hoijer, Harry. 1933. Tonkawa. An Indian language of Texas. In Handbook of American
Indian Languages, eds. Franz Boas and Harry Hoijer. Glickstadt; New Y ork: J.J.
Augustin.

Hoijer, Harry. 1946. Tonkawa. In Linguistic Sructures of Native America, eds. Harry
Hoijer et al. New Y ork: Viking Fund Publications in Anthropology 6.

Hoijer, Harry. 1949. An analytical dictionary of the Tonkawa language. Berkeley and
Los Angeles: University of California Press.

Hualde, Jose Ignacio. 1991. Basque Phonology. London: Routledge.

Hung, Henrietta. 1994. The Rhythmic and Prosodic Organization of Edge Constituents.
Brandeis University: Ph. D. Dissertation.

292



Ito, Junko. 1986. Syllable Theory in Prosodic Phonology. University of Massachusetts,
Amherst: Ph. D. Dissertation.

[to, Junko. 1990. Prosodic minimality in Japanese. In CLS26: Parasession on the
Syllable in Phonetics and Phonology, eds. K. Deaton, M. Noske and M.
Ziolkowski, 213-239. Chicago: Chicago Linguistic Society.

Ito, Junko, and Armin Mester. 1992. Weak layering and word binarity. Santa Cruz, CA:
University of California.

Ito, Junko, and Armin Mester. 1997. Correspondence and compositionality: The ga-gyo
variation in Japanese phonology. In Derivations and Constraints in Phonology,
ed. Iggy Roca, 419-462. Oxford: Oxford University Press.

Jacobs, Haike. 2000. The revenge of the uneven trochee: Latin main stress, metrical
constituency, stress-related phenomena and OT. In Analogy, levelling,
mar kedness. Principles of change in phonology and mor phology, ed. Aditi Lahiri.
Berlin: Mouton de Gruyter.

Jacobs, Haike. 2001. Rhythmic Vowel Deletion in OT: Syncopein Latin. Ms., University
of Tromso, 10 June 2001. Tromso.

Jacobson, Steven. 1985. Siberian Y upik and Central Y upik prosody. In Yupik Eskimo
Prosodic Systems: Descriptive and Comparative Studies, ed. M. Krauss, 25-46.
Fairbanks: Alaska Native Language Center, University of Alaska.

Jakobson, Roman. 1941. Kindersprache, Aphasie, und algemeine Lautgesetze. Uppsala:
Almqvist & Wiksdll [tr. Child Language, Aphasia and Phonological Universals,
Mouton]. [Reprinted in Child Language, Aphasia and Phonological Universals.
The Hague, Mouton, 1968].

Jastrow, Otto. 1980. Die Dialekte der Arabischen Halbinsel. In Handbuch der Arabischen
Dialekte, eds. Wolfdietrich Fischer and Otto Jastrow, 103-121. Wieshaden: Otto
Harrassowitz.

Jeanne, LaVerne. 1978. Aspects of Hopi grammar. Linguistics Department, MIT: Ph. D.
Dissertation.

Jeanne, LaVerne. 1982. Some phonological rules of Hopi. International Journal of
American Linguistics 48:245-270.

Jensen, J. T. 1977. Yapese Reference Grammar. Honolulu: University Press of Hawaii.

Kager, Rene. 1994. Ternary rhythm in alignment theory. Ms. University of Utrecht.
ROA-35.

Kager, René. 1995. Stem disyllabicity in Guugu Y imidhirr. Ms. ROA-70.

293



Kager, René. 1997. Rhythmic vowel deletion in Optimality Theory. In Derivations and
Constraintsin Phonology, ed. Iggy Roca, 463-499. Oxford: Oxford University
Press.

Kager, René. 1999. Optimality Theory. Cambridge: Cambridge University Press.

Kager, René. 2000. Stem stress and peak correspondence in Dutch. In Optimality Theory:
Phonology, Syntax, and Acquisition, eds. Joost Dekkers, Frank van der Leeuw and
Jeroen van de Weljer. Oxford: Oxford University Press.

Kager, René. 2001. Rhythmic directionality by positional licensing. Paper presented at
HILP 5, University of Potsdam. ROA-514.

Kaye, Jonathan. 1974. Opacity and recoverability in phonology. Canadian Journal of
Linguistics 19:134-149.

Keer, Edward. 1999. Geminates, the OCP and the Nature of CON. Rutgers University:
Ph. D. Dissertation.

Kenstowicz, Michael. 1980. Notes on Cairene Arabic syncope. Sudiesin the Linguistic
Sciences 10:39-54.

Kenstowicz, Michael. 1994. Syllabification in Chukchee: A constraints-based analysis. In
Proceedings of the Formal Linguistics Society of Mid-America 4, eds. Alice
Davison, Nicole Maier, Glaucia Silvaand Wan Su Y an, 160-181. lowa City:
Department of Linguistics, University of lowa.

Kenstowicz, Michael. 1996a. Base-identity and uniform exponence: aternativesto
cyclicity. In Current Trends in Phonology: Models and methods, eds. Jacques
Durand and Bernard Laks, 363-393. Paris-X and Salford: University of Salford
Publications.

Kenstowicz, Michael. 1996b. Sonority-Driven Stress. Ms. ROA-33.

Kiparsky, Paul. 1994. Remarks on Markedness. Handout from TREND 2.

Kiparsky, Paul. 2003. Finnish Noun Inflection. In Generative Approaches to Finnic and
Saami Linguistics: Case, Features and Constraints, eds. Diane Nelson and Satu
Manninen. Stanford: CSLI.

Kiparsky, Paul. to appear. Paradigm Effects and Opacity. Stanford, CA: CSLI.

Kirchner, Robert. 1992. Harmonic phonology within one language: an analysis of Yidiny.
Department of Linguistics, University of Maryland: MA Thesis.

Kirchner, Robert. 1996. Synchronic chain shiftsin Optimality Theory. Linguistic Inquiry
27:341-350.

294



Kisseberth, Charles. 1970a. On the functional unity of phonological rules. Linguistic
Inquiry 1:291-306.

Kisseberth, Charles. 1970b. Vowel elision in Tonkawa and derivational constraints. In
Sudies Presented to Robert B. Lees by his Sudents, eds. Jerrold M. Sadock and
Anthony L. Vanek, 109-137. Edmonton, AB and Champaign, IL: Linguistic
Research.

Kitto, Catherine, and Paul de Lacy. 2000. Correspondence and epenthetic quality. In
Proceedings of AFLA VI: The Sxth Meeting of the Austronesian Formal
Linguistics Association (Toronto Working Papersin Linguistics), eds. Catherine
Kitto and Carolyn Smallwood, 181-200. Toronto: Department of Linguistics,
University of Toronto.

Krishnamurti, Bh. 1957. Sandhi in Modern Colloquial Telugu. Indian Linguistics 17:178-
188.

Kuroda, S.-Y. 1967. Yawelmani Phonology. Cambridge, Mass.: MIT Press.

Ladefoged, Peter, and lan Maddieson. 1990. Vowels of the world's languages. Journal of
Phonetics 18:93-122.

Leben, Will. 1973. Suprasegmental Phonology. MIT: Ph. D. Dissertation.

Lee, Borim. 1983. A study of Tonkawa phonology and morphology based on the
autosegmental model of syllable structure theory. Ms. Austin, TX.

Legendre, Géradine, Paul Smolensky, and Colin Wilson. 1998. When is less more?
Faithfulness and minimal links in wh-chains. In I's the Best Good Enough?
Optimality and Competition in Syntax, eds. Pilar Barbosa, Danny Fox, Paul
Hagstrom, Martha M cGinnis and David Pesetsky, 249-289. Cambridge, Mass.:
MIT Press.

Lehiste, llse. 1970. Suprasegmentals. Cambridge, Mass.: MIT Press.
Liberman, Mark. 1975. The Intonational System of English. MIT: Ph. D. Dissertation.

Liberman, Mark, and Alan Prince. 1977. On stress and linguistic rhythm. Linguistic
Inquiry 8:249-336.

Lindblom, Bj6rn. 1983. Economy of speech gestures. In The Production of Speech, ed. P.
MacNeilage, 217-245. New Y ork: Springer-Verlag.

Lombardi, Linda. 1995. Why place and voice are different: Constraint-specific

alternations and Optimality Theory. Ms. University of Maryland at College Park.
ROA-105.

295



Lombardi, Linda. 1997. Coronal epenthesis and markedness. University of Maryland
Working Papersin Linguistics 5:156-175.

Lombardi, Linda. 2001. Why Place and Voice are different: Constraint-specific
aternationsin Optimality Theory. In Segmental Phonology in Optimality Theory:
Constraints and Representations, ed. Linda Lombardi, 13-45. Cambridge:
Cambridge University Press. ROA-105.

Lombardi, Linda. 2002. Coronal epenthesis and markedness. Phonology 19:219-251.

Lombardi, Linda. 2003. Markedness and the typology of epenthetic vowels. Ms.
University of Maryland at College Park. ROA-578.

Lopes, Aurise Brandao, and Steve Parker. 1999. Aspects of Y uhup Phonology.
International Journal of American Linguistics 65:324-342.

Lubowicz, Anna. 2002. Derived Environment Effectsin Optimality Theory. Lingua
112:243-280.

McCarthy, John. to appear. OT constraints are categorical. Phonology.

McCarthy, John J. 1979. Formal problemsin Semitic phonology and morphology. MIT:
Ph. D. Dissertation.

McCarthy, John J. 1986. OCP Effects: Gemination and antigemination. Linguistic Inquiry
17:207-263.

McCarthy, John J., and Alan Prince. 1986. Prosodic Morphology 1986. New Brunswick,
NJ: Rutgers University Center for Cognitive Science. Version of 1996.

McCarthy, John J., and Alan Prince. 1990. Prosodic morphology and templatic
morphology. In Perspectives on Arabic linguistics I1: Papers from the Second
Annual Symposium on Arabic Linguistics, eds. Mushira Eid and John J.
McCarthy, 1-54. Amsterdam: John Benjamins.

McCarthy, John J., and Alison Taub. 1992. Review of C. Paradis and J.-F. Prunet, eds.,,
The Specia Status of Coronals: Internal and External Evidence. Phonology
9:363-370.

McCarthy, John J. 1993. A case of surface constraint violation. Canadian Journal of
Linguistics 38:169-195.

McCarthy, John J., and Alan Prince. 1993a. Generalized Alignment. In Yearbook of
Morphology, eds. Geert Booij and Jaap van Marle, 79-153. Dordrecht: Kluwer.
ROA-7.

296



McCarthy, John J., and Alan Prince. 1993b. Prosodic morphology |: Constraint
interaction and satisfaction: Rutgers Technical Report TR-3. New Brunswick:
Rutgers University Center for Cognitive Science.

McCarthy, John J., and Alan Prince. 1994a. The emergence of the unmarked: Optimality
in prosodic morphology. In Proceedings of the North East Linguistic Society 24,
ed. Mercé Gonzalez, 333-379. Amherst, Mass.: GLSA Publications.

McCarthy, John J., and Alan Prince. 1994b. Two lectures on Prosodic Morphology
(Utrecht, 1994). Part I: Template form in Prosodic Morphology. Part 11:
Faithfulness and reduplicative identity. Ms. Amherst, Mass. and New Brunswick,
NJ. ROA-59.

McCarthy, John J., and Alan Prince. 1995. Faithfulness and Reduplicative Identity. In
University of Massachusetts Occasional Papersin Linguistics 18, eds. Jill
Beckman, Laura Walsh Dickey and Suzanne Urbanczyk, 249-384. Amherst,
Mass.: GLSA Publications.

McCarthy, John J., and Alan Prince. 1999. Faithfulness and identity in Prosodic
Morphology. In The Prosody-Mor phology Interface, eds. Rene Kager, Harry van
der Hulst and Wim Zonneveld, 218-309. Cambridge: Cambridge University Press.

McCarthy, John J. 2002a. On targeted constraints and cluster ssmplification. Phonology
19:273-292.

McCarthy, John J. 2002b. A Thematic Guide to Optimality Theory: Research Surveysin
Linguistics. Cambridge: Cambridge University Press.

McCarthy, John J. 2002c. Comparative Markedness. Ms. University of Massachusetts,
Amherst. ROA-489.

McCarthy, John J. 2003. Sympathy, cumulativity, and the Duke-of-Y ork gambit. In The
Optimal Syllable, eds. Caroline Féry and Ruben van de Vijver. Cambridge:
Cambridge University Press.

Mester, Armin. 1994. The quantitative trochee in Latin. Natural Language and Linguistic
Theory 12:1-61.

Mester, Armin, and Jaye Padgett. 1994. Directional syllabification in Generalized
Alignment. In Phonology at Santa Cruz 3, eds. Jason Merchant, Jaye Padgett and
Rachel Walker, 79-85. Santa Cruz, CA: University of Californiaat Santa Cruz.

Miyaoka, Osahito. 1985. Accentuation in Central Alaskan Y upik. In Yupik Eskimo
Prosodic Systems. Descriptive and Compar ative Studies, ed. Michael Krauss.
Fairbanks, AK: Alaska Native Language Center.

Morén, Bruce. 1999. Distinctiveness, Coercion and Sonority: A Unified Theory of
Weight. University of Maryland: Ph. D. Dissertation. ROA.

297



Moreno, Martino Mario. 1940. Manuale di Sdamo. Milan: Mondadori.

Moreton, Elliott, and Paul Smolensky. 2002. Typological consequences of local
constraint conjunction. In The Proceedings of the 21st West Coast Conference in
Formal Linguistics, eds. L. Mikkelsen and C. Potts. Somerville, MA: Cascadilla
Press. ROA-525.

Myers, Scott. 1987. Vowel shortening in English. Natural Language and Linguistic
Theory 5:485-518.

Myers, Scott. 1997. OCP effects in Optimality Theory. Natural Language and Linguistic
Theory 15:847-892.

Nelson, Nicole. 1998. Right Anchor, Aweigh. Ms. New Brunswick, NJ. Available on the
ROA.

Nishitani, Koichi. 2002. What if vowels had no mora? Paper presented at HUMDRUM
2002, University of Massachusetts, Amherst.

Noske, Roland. 1984. Syllabification and syllable changing processesin Y awelmani. In
Advances in Non-Linear Phonology, eds. Harry van der Hulst and Norval Smith,
335-362. Dordrecht: Foris.

Odden, David. 1988. Anti Antigemination and the OCP. Linguistic Inquiry 19:451-475.

Orgun, C. Orhan. 1996. Correspondence and identity constraints in two-level Optimality
Theory. In The Proceedings of the West Coast Conference on Formal Linguistics
14, eds. Jose Camacho, Lina Choueiri and Maki Watanabe, 399-413. Stanford,
CA: CSLI. ROA-62.

Orgun, C. Orhan, and Ronald Sprouse. 1999. From MParse to control: Deriving
ungrammeaticality. Phonology 16:191-220. ROA-224.

Paradis, Carol, and Jean-Francgois Prunet eds. 1991. The special status of coronals:
Internal and external evidence. San Diego: Academic Press.

Parker, Steve. 2002. Quantifying the Sonority Hierarchy. Linguistics, University of
M assachusetts, Amherst: Ph. d.. Dissertation.

Partee, BarbaraH., Alice Ter Meulen, and Robert E. Wall. 1993. Mathematical Methods
in Linguistics (Corrected First Edition). Dordrecht: Kluwer.

Pater, Joe, and Johanne Paradis. 1996. Truncation without templatesin child phonology.
In Proceedings of the 20th Annual Boston University Conference on Language
Development, eds. A. Stringfellow, D. Cahana-Amitay, E. Hughes and A.
Zukowski, 540-552. Somerville, Mass.: Cascadilla Press.

298



Pater, Joe. 1997. Minima Violation and Phonological Development. Language
Acquisition 6:201-253.

Payne, David L. 1990. Accent in Aguaruna. In Amazonian Linguistics: Studiesin
Lowland South American Languages,, ed. David L. Payne, 185- 212. Austin:
University of Texas Press.

Payne, Thomas, and Doris Payne. 2001. Panare Grammar. Ms. University of Oregon.

Phelps, Elaine. 1975. Iteration and digunctive domains in phonology. Linguistic Analysis
1:137-172.

Polgardi, Krisztina. 1995. Derived environment effects and Optimality Theory. Paper
presented at The Derivational Residue in Phonology, Tilburg University. ROA.

Poole, Geoffrey. 1998. Constraints on local economy. In Isthe Best Good Enough?
Optimality and Competition in Syntax, eds. Pilar Barbosa, Danny Fox, Paul
Hagstrom, Martha M cGinnis and David Pesetsky, 385-398. Cambridge, Mass.:
MIT Press.

Prince, Alan. 1980. A metrical theory for Estonian quantity. Linguistic Inquiry 11:511-
562.

Prince, Alan. 1983. Relating to the grid. Linguistic Inquiry 14:19-100.

Prince, Alan. 1990. Quantitative consequences of rhythmic organization. In Parasession
on the Syllable in Phonetics and Phonology, eds. M. Ziolkowski, M. Noske and
K. Deaton, 355-398. Chicago: Chicago Linguistic Society.

Prince, Alan, and Paul Smolensky. 1993. Optimality Theory: Constraint interaction in
generative grammar. New Brunswick, NJ: Rutgers University Center for
Cognitive Science. ROA-537 (version of 2002).

Prince, Alan, and Paul Smolensky. 1993/2002. Optimality Theory: Constraint interaction
in generative grammar. New Brunswick, NJ: Rutgers University Center for
Cognitive Science. ROA-537.

Prince, Alan. 1997a. Paninian relations: Colloquium Talk, University of Massachusetts,
Amherst.

Prince, Alan. 1997b. Stringency and anti-Paninian hierarchies. Handout from LSA
Institute.

Prince, Alan. 1997c. Topicsin OT: Class 3: Harmonic completeness, AP order; chain
shifts.: Handout, LSA Institute.

Prince, Alan. 1998a. A proposal for the reformation of tableaux. Ms. New Brunswick,
NJ.

299



Prince, Alan. 1998b. Two lectures on Optimality Theory. Paper presented at Phonol ogy
Forum 1998, Kobe University.

Prince, Alan. 1999. Paninian relations: Handout, University of Marburg.
Prince, Alan. 2000. Comparative tableaux. Ms. New Brunswick, NJ. ROA-376.

Prokosch, Eduard. 1938. A Compar ative Germanic Grammar. Baltimore, MD: Linguistic
Society of America.

Pulleyblank, Douglas. 1988. Vocalic underspecification in Y oruba. Linguistic Inquiry
19:233-270.

Pulleyblank, Douglas. 1997. Optimality theory and features. In Optimality Theory. An
Overview, eds. Diana Archangeli and D. Terence Langendoen, 59-101. Malden,
Mass., and Oxford, UK: Blackwell.

Pulleyblank, Douglas. 1998. Y oruba vowel patterns: Deriving asymmetries by the tension
between opposing constraints. Ms. Vancouver, BC. ROA-270.

Raffelsiefen, Renate. 1996. Gaps in word formation. In Interfaces in phonology, ed.
Ursula Kleinhenz, 194-209. Berlin: Akademie Verlag.

Raimy, Eric, and William Idsardi. 1997. A Minimalist Approach to Reduplication in
Optimality Theory. In Proceedings of NELS 27, ed. Kiyomi Kusumoto. Amherst,
MA: GLSA.

Rapoport, Anatol. 1982. Zipf's Law Re-visited. In Sudies on Zipf's Law, eds. H. Guiter
and M. V. Arapov, 1-28. Bochum: Studienverlag Dr. N. Brockmeyer.

Revithiadou, Anthi. 1999. Headmost Accent Wins: Head Dominance and Ideal Prosodic
Formin Lexical Accent Systems. The Hague: Holland Academic Graphics.

Riad, Tomas. 1992. Structuresin Germanic Prosody: A Diachronic Study with Specidl
Reference to the Nordic Languages. Stockholm University: Ph. D. Dissertation.

Riggle, Jason. 2003. Infixing reduplication in Pima and its theoretical consequences.
Paper presented at LSA 77, Atlanta, GA.

Rizzi, Luigi. 1997. The fine structure of the left periphery. In Elements of grammar:
handbook in generative syntax, ed. Liliane Haegeman, 281-337. Dordrecht:
Kluwer.

Rose, Sharon. 2000a. Doubled verbs and syncope resistance in Iragi Arabic: not

antigemination. Paper presented at 14th Arabic Linguistic Symposium, UC
Berkeley.

300



Rose, Sharon. 2000b. Rethinking geminates, long-distance geminates, and the OCP.
Linguistic Inquiry 31:85-122.

Rose, Sharon. 2000c. Epenthesis Positioning and Syllable Contact in Chaha. Phonology
17:397-425.

Rosenthall, Sam. 1994. Vowel/Glide Alternation in a Theory of Constraint Interaction.
University of Massachusetts, Amherst: Ph. D. Dissertation.

Rosenthall, Sam, and Harry van der Hulst. 1999. Weight-by-position by position. Natural
Language and Linguistic Theory 17:499-540.

Selkirk, Elisabeth. 1981. Epenthesis and degenerate syllablesin Cairene Arabic. In
Theoretical Issuesin the Grammar of the Semitic Languages (MIT Working
Papersin Linguistics 3), eds. Hagit Borer and Joseph Aoun, 111-140. Cambridge,
Mass.: Department of Linguistics and Philosophy, MIT.

Selkirk, Elisabeth. 1984a. On the major class features and syllable theory. In Language
Sound Structures, eds. Mark Aronoff and R. T. Oehrle, 107-136. Cambridge,
Mass.: MIT Press.

Selkirk, Elisabeth. 1984b. Phonology and Syntax: The Relation between Sound and
Sructure. Cambridge, Mass.: MIT Press.

Selkirk, Elisabeth. 1995a. Sentence prosody: intonation, stress, and phrasing. In The
Handbook of Phonological Theory, ed. John A. Goldsmith, 550-569. Cambridge,
Mass., and Oxford, UK: Blackwell.

Selkirk, Elisabeth. 1995b. The prosodic structure of function words. In Papersin
Optimality Theory, eds. Jill Beckman, LauraWalsh Dickey and Suzanne
Urbanczyk, 439-470. Amherst, Mass.: GLSA Publications.

Selkirk, Elisabeth. 2000. Focus types and tone in English. Concordia University: Talk
presented at the first North American Phonology Conference (NAPhC).

Semiloff-Zelasko, Holly. 1973. Syncope and Pseudo-Syncope. In Proceedings of CLS9,
eds. Claudia Corum, T. C. Smith-Stark and Ann Weiser, 603-614. Chicago:
Chicago Linguistic Society.

Shademan, Shabham. 2003. Epenthetic vowel harmony in Farsi. Paper presented at The
22nd West Coast Conference on Formal Linguistics, La Jolla, CA.

Sherwood, D. 1983. Maliseet-Passamaguoddy verb morphology. Y ae University: Ph. D.
Dissertation.

Silvet, J. 1965. Eesti-Inglise SOnaraamat [ Estonian-English Dictionary]. Talinn: Eesti
Raamat.

301



Smolensky, Paul. 1993. Harmony, markedness, and phonological activity. Paper
presented at Rutgers Optimality Workshop I, New Brunswick, NJ. ROA-87.

Smolensky, Paul. 1995. On the internal structure of the constraint component Con of UG,
Handout of atalk given at UCLA on 4/7/95. ROA.

Sorvacheva, Valentina lvanovna. 1977. Nizhnevychegodskii dialekt komi iazyka.
Moscow: Nauka.

Spadlti, Philip. 1997. Dimensions of Variation in Multi-Pattern Reduplication.
Department of Linguistics, University of California, Santa Cruz: Ph. D.
Dissertation.

Steriade, Donca. 1988. Reduplication and syllable transfer in Sanskrit and elsewhere.
Phonology 5:73-155.

Steriade, Donca. 1995. Underspecification and markedness. In Handbook of
Phonological Theory, ed. John Goldsmith, 114-174. Cambridge, Mass.:
Blackwell.

Struijke, Caro. 2001. Existential faithfulness: A study of reduplicative TETU, feature
movement, and dissimilation. University of Maryland, College Park: Ph. D.
Dissertation.

Suzuki, Keiichiro. 1998. A Typological Investigation of Dissimilation. University of
Arizona: Ph. D. Dissertation.

Tauli, Valter. 1973. Sandard Estonian Grammar: Acta Universitatis Upsaliensis 8:
Studia Uralicaet Altaica Upsaliensia. Uppsala: Almqvist & Wiksell.

Taylor, Moira. 1994. The interaction of vowel deletion and syllable structure constraints.
Linguistics department, Simon Fraser University: Ph. d.. Dissertation.

Taylor, S. 1969. Koya: an outline grammar, Gommu dialect.vol. 54: University of
Cdlifornia Publications in Linguistics. Berkeley and Los Angeles: University of
California Press.

Tranel, Bernard. 1999. Optional schwa deletion: on syllable economy in French. In
Formal perspectives on Romance linguistics, eds. J.-Marc Authier, BarbaraE.
Bullock and LisaA. Reed, 271-288. Amsterdam: John Benjamins.

Trask, R.L. 1996. A dictionary of phonetics and phonology. New Y ork: Routledge.

Truckenbrodt, Hubert. 1999. On the relation between syntactic phrases and phonological
phrases. Linguistic Inquiry 30:219-256.

Urbanczyk, Suzanne. 1996. Patterns of Reduplication in Lushootseed. University of
Massachusetts: Ph. D. Dissertation.

302



Ussishkin, Adam. 2000. The Emergence of Fixed Prosody. University of California,
Santa Cruz: Ph. D. Dissertation.

van Eijk, Jan. 1997. The Lillooet language: phonology, morphology, syntax: First Nations
languages. Vancouver: UBC Press.

van Oostendorp, Marc. 1997. Vowel Quality and Phonological Projection. Katolieke
Universiteit Brabant: Ph. D. Dissertation.

Voegelin, C. 1958. Working dictionary of Tubatulabal. International Journal of
American Linguistics 24:221-228.

Walker, Rachel. 1998. Minimizing RED: Nasal Copy in Mbe. Ms. University of
California, Santa Cruz. ROA-264.

Walker, Rachel. 2000. Nasal reduplication in Mbe affixation. Phonology 17:65-115.

Walker, Rachel. 2003. Y uhup prosodic morphology and a case of augmentation. In The
Proceedings of NELS 23. Amherst, MA: GLSA.

Weeda, Donald. 1992. Word Truncation in Prosodic Morphology. University of Texas,
Austin: Ph. D. Dissertation.

Wen Hsu, Robert. 1969. Phonology and morphophonemics of Y apese. Department of
Linguistics, University of California, Berkeley: Ph. D. Dissertation.

Willett, Elizabeth. 1982. Reduplication and accent in Southeastern Tepehuan.
International Journal of American Linguistics 48:168-184.

Willett, Thomas Ledlie. 1991. A Grammar of Southeastern Tepehuan. Dallas: Summer
Institute of Linguistics.

Wilson, Colin. 2000. Targeted Constraints: An Approach to Contextual Neutralization in
Optimality Theory. Johns Hopkins University: Ph. D. Dissertation.

Wilson, Colin. 2001. Consonant cluster neutralization and targeted constraints.
Phonology 18:147-197.

Woodbury, Anthony. 1985. Meaningful phonological processes: A consideration of
Central Alaskan Y upik Eskimo prosody: University of Texas, Austin.

Woodbury, Anthony. 1987. Meaningful phonological processes: A study of Central
Alaskan Y upik Eskimo prosody. Language 63:685-740.

Woolford, Ellen. 1995. Object agreement in Palauan: specificity, humanness, economy

and optimality. In Papers in Optimality Theory, eds. Jill Beckman, Laura Walsh
Dickey and Suzanne Urbanczyk, 655-700. Amherst, Mass.: GLSA Publications.

303



Wright, W. 1971. A Grammar of the Arabic Language. Cambridge: Cambridge
University Press.

Yip, Moira. 1988. The Obligatory Contour Principle and phonological rules: A loss of
identity. Linguistic Inquiry 19:65-100.

Yip, Moira 1998. Identity avoidance in phonology and morphology. In Morphology and
its Relation to Phonology and Syntax, eds. Steven G. Lapointe, Diane K. Brentari
and Patrick M. Farrell, 216-246. Stanford, CA: CSLI Publications. ROA-82.

Zipf, G. K. 1949. Human Behavior and the Principle of Least Effort. Cambridge, MA:
Addison-Wesley Press.

Zoll, Cheryl. 1993. Directionless syllabification and ghostsin Y awelmani. Ms. Berkeley,
CA. ROA-28.

Zoll, Cheryl. 1996. Parsing below the Segment in a Constraint-based Framework.

Department of Linguistics, University of California, Berkeley: Ph. D.
Dissertation.

304



